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Abstract: Encog Machine Learning Framework is a software programming 
library for artificial intelligence solutions. It has a wide range of data structures 
and algorithms. This study investigates the capabilities of Encog for gradient-
based training of three-layers perception. The available algorithms are compared 
in forecasting time series. 
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1. Introduction 
Text classification is an essential part of applications like web searching, filtering, 
language identification, readability, etc. with active usage of neural networks. A 
review of machine learning models in an interdisciplinary scientific field 
combining computer science, artificial intelligence, and linguistics can be found 
in (Mankolli & Guliashki, 2020). Artificial neural networks have been a very 
popular tool for solving various problems including e-commerce (Wei et al., 
2021)) wind energy (Elyasichamazkoti & Khajehpoor, 2021), finance forecasting 
(Tomov et al., 2019), etc. Among the different types of artificial neural networks, 
the most widely used is the multilayer perceptron (Gardner & Dorling, 1998). The 
multilayer perceptron is a directed weight graph organized in layers (Jain et al, 
1996). In the most commonly used embodiment, the multilayer perceptron has full 
connectivity between two adjacent layers (Lecun et al., 1998). Each node in the 
graph serves as an artificial neuron. At the input of each neuron, input signals are 
received, which are summed, in the general case. The sum is then transmitted for 
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normalization by an activation function, which in most cases is a sigmoid or 
hyperbolic tangent (Zamanlooy & Mirhassani, 2014). The normalized value is 
provided as an output value of the neuron. The signals entering the input layer are 
formed in the environment external to the artificial neural network (Lin & Lee, 
1994). The input signals in all subsequent layers are products of previous layer 
signals and weights of the connections (Amit, 2019). The process of artificial 
neural network training is to find optimal values for all weights in the graph 
(Abdull Hamed, 2012). For some cases, it is possible to compose hierarchical 
knowledge graphs (Yoshinov et al., 2020). 

There are many different training algorithms. The most popular and most 
efficient training algorithms are gradient-based exact numerical algorithms 
(Bengio, 2012). Gradient training is based on the total error produced as an output 
of the artificial neural network (Mustafa et al., 2012). The gradient gives the 
direction of the total error slope (Verma et al., 2016). The weights are adjusted in 
the opposite direction. The error propagates back from the output layer to the input 
layer (Rumelhart et al., 1986). The weights inside the artificial neural networks 
are adjusted according to the error propagated back (Wang et al., 2005). The 
adjustment is performed so that each weight drives a reduction of the total error. 
Gradient-based training is fast but often leads to a local optimum (Ilonen et al., 
2003). Backpropagation of the error is the most popular training, but there are 
many derivatives and improvements (Riedmiller, 1994).  

This study compares some of the gradient-based training algorithms 
provided in the Encog machine learning software library. A three-layer perceptron 
is trained for financial time series forecasting. After the introductory section, the 
paper is organized as follows: Section 2 presents common gradient-based training 
algorithms; Section 3 presents the experiments and obtained results and Section 4 
contains some conclusions and guidance for further research.  

2. Gradient-Based Trainings 
Backpropagation is the most common feed-forward neural network training 
algorithm. It has a learning rate parameter. The learning rate determines the 
amount to which the weights will be modified in each iteration. One major 
problem with backpropagation is that the magnitude of the partial derivative is 
often straitening to the training of the neural network. The other propagation 
methods of Resilient or Manhatten address this issue in distinct ways.  

A problem with backpropagation is that partial derivatives can be too large 
or too small. The other issue is that the learning rate is a single value for the whole 
process of training. The resilient propagation training uses a separate update value 
(as the learning rate) for every connection. These updated values are automatically 
estimated. It is not the case with the learning rate in backpropagation which is 
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usually predefined. Quick propagation is a method based on Newton's method that 
involves a quadratic approximation of the preceding gradient step and the present 
gradient. In this way, it is expected to be close to the minimum of the network's 
total error function. The suggestion is that the network's total error function is 
locally nearly square. As similar to an upward open parabola. A general problem 
is the artificial neural network can behave chaotically during the training process 
due to big step sizes.  

Scaled conjugate gradient training is based on conjugate directions. This 
algorithm does not perform a line search at each iteration, unlike other conjugate 
gradient algorithms. If a line search for each iteration, it will make the training 
computationally inefficient. Training can be used for neural networks when 
network functions have derivatives. 

Manhattan propagation attempts to solve the partial derivatives magnitude 
problem by only indicating the sign of the derivative. The weights adjustment is a 
constant value. The exact value of the constant is experimentally determined. The 
basic approach is starting with a higher value and decreasing it. Manhattan 
propagation is like a simplified version of resilient propagation.  

3. Experiments and Results 
Encog supported gradient trainings are compared on a three-layered feed-forward 
neural network. The task of the network is the forecasting time series. Two 
separate datasets were used. The first dataset is a simple sine function as it is 
shown in Fig. 1.  

 
Fig. 1. Simple sine function dataset 

 
The experimental results show clear outperformance of backpropagation training 
when it is done on simpler data (see Fig. 2 to Fig. 6).  
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The dependency of the training loops over time is almost linear, as is shown 
in Fig. 2a-6a. For backpropagation, it could be seen, from Fig. 2b, that after 5 
seconds, the total error decreases significantly to 7 decimal places. For the resilient 
propagation, total network error oscillates around values near to 6 decimal places, 
as it is shown in Fig. 3b. Quick propagation is pretty inefficient as a training 
algorithm with a single spike in total network error around 3 decimal places in 
50th second, shown in Fig. 4b. A scaled conjugate gradient about 5th second gives 
a sharp slope-down with values for the total error around 8 decimal places, which 
is shown in in Fig. 5b. 

 

  
Fig. 2. Backpropagation training – number of iterations (left), total error (right) 

  
Fig. 3. Resilient propagation training – number of iterations (left), total error (right) 

  
Fig. 4. Quick propagation training – number of iterations (left), total error (right) 
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Fig. 5. Scaled conjugate gradient training – number of iterations (left), total error (right) 

  
Fig. 6. Manhattan propagation training – number of iterations (left), total error (right) 

 
Manhattan propagation is oscillating between 0.8 and 0.9, which cannot be 

accepted as an efficient artificial neural network training. With a simpler time 
series, backpropagation and scaled conjugate gradient are the most convenient 
training algorithms. 

 
Fig. 7. Bitcoin historical price dataset 
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The second dataset consists of Bitcoin's historical price in US dollars (Fig. 
7). With much more complicated data, resilient propagation outperforms the other 
four algorithms as it is shown in Fig. 8 to Fig. 12. Training loops in dependency 
of the time are still in almost linear functional relation, which is visible in Fig. 8a-
12a. The backpropagation algorithm starts from almost 0.003 total error and 
slightly goes almost to 0.002 in 60 seconds, shown in Fig. 8b. Resilient 
propagation goes sharp slope down in first 4 seconds, after that the slope gets 
smaller and it gets almost flat after the 15 seconds, visualized in Fig. 9b. Quick 
propagation starts promising in the first 7 seconds, but after that convergence gets 
almost flat, as shown in Fig. 10b. The scaled conjugate gradient gets sharp down, 
in the beginning, first 7 seconds and the convergence gets lower slope after that, 
as illustrated in Fig. 11b. 

  
Fig. 8. Backpropagation training – number of iterations (left), total error (right) 

  
Fig. 9. Resilient propagation training – number of iterations (left), total error (right) 

  
Fig. 10. Quick propagation training - number of iterations (left), total error (right) 
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Fig. 11. Scaled conjugate gradient training – number of iterations (left), total error (right) 

  
Fig. 12. Manhattan propagation training – number of iterations (left), total error (right) 

 
Manhattan propagation oscillates between 0.0146 and 0.0138, which makes 

it inefficient for artificial neural networks training even with bigger time series, as 
shown in Fig. 12b. 

In both cases, Manhattan propagation gives less promising results than all 
other four algorithms. Reduction of the training time is not always acceptable 
when the achieved results are not better. 

4. Conclusion 
In the present study, a comparison of Encog supported gradient training 
algorithms has been done. Such training is very promising when applied to feed-
forward artificial neural networks used in time series forecasting problems. The 
results achieved clearly show that a hybrid implementation of compared 
algorithms can give extra efficiency. It can be concluded that the compared 
algorithms can be useful in real industrial applications.  

As for directions for further research, it will be interesting evolutionary 
algorithms to be compared and gradient-based training to be extended with such 
optimization heuristics. 
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