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Abstract: The paper presents an approach for determining the weights of requests
in the connection matrix of a crossbar switch node. We consider two algorithms for
non-conflict scheduling: Adaptive algorithm for management by weight coefficient
of the traffic in crossbar commutator (AAM) and Optimum adaptive algorithm for
management by weight coefficient of the traffic in crossbar commutator (AAMO).
In both algorithms the weights are positioned from top to bottom and right to left.
In this way each request has a constant weight and hence a constant priority in the
execution. Here we present an alternative determination of weights improving the
execution of requests.
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1. Introduction

In the ccrossbar commutator, N number of sources of packet massages are
associated with N number receivers of packet messages through the so-called T
connection matrix with dimensions N x N. In matrix T, an element value is equal to
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1 when a request for transmission of packet message is available (Tij = 1, when
source i wants to transmit a packet message to receiver j). Two types of conflict
situations are available:

1. when two or more sources of packet messages want to send messages to
one and the same receiver (the unities in any column of T are more than one).

2. when one source of packet messages wants to transmit to two or more
packet message receivers (the unities in any raw of T are more than one) [1,2,4,6].

There is a great number of algorithms for a conflict-free schedule by which these
conflicts are avoided. Two of these are Adaptive algorithm for management by
weight coefficient of the traffic in Crossbar commutator (AAM) and Optimum
adaptive algorithm for management by weight coefficient of the traffic in Crossbar
commutator (AAMO) [3].

2. Weights distribution and results

Figure 1 shows how the weight factors are determined, namely from top to bottom
and from left to right in the case of a connection matrix T with size N=4.
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0 |0 1 0 0 |0 7 0
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Figure 1. Weight factors assigned from top to bottom and left to right

Each request is executed in time, according to the weight coefficient. We assume
conditionally that orders with a lower weight coefficient are executed earlier.
The new approach for weight definition is bottom-up and right-to-left.
Figure 2 presents this approach of determining the weights for the same connection
matrix T of Figure 1.

1 lo 1 1 10 | O 6 3

1 0 1 1 9 0 5 2

0 0 1 0 0 0 4 0

1 1 0 1 8 7 0 1
T N=4 W2

Figure 2. Weight factors assigned from bottom to top and right to left

From Figure 3 it is seen that the sum of the respective weight factors for each
request is constant and equal to 11 for this specific example.
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Figure 3. Sum of the weight factors
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W1 w2 W= WI1+W2

Applied to both AAM and AAMO algorithms, the new approach represents an
alternative weighting (top to bottom and left to right or bottom to top and right to

left) for each new connection matrix.

Determining the weights from top to bottom and from left to right is performed by
means of the software model SMRIGHT, Figure 4. Determining the weights from
bottom to top and from right to left is performed by the software model SMBACK,

e.g., see Figure 5.

The software models SMRIGHT and SMBACK are written in MATLAB language
and our experiments are performed on a computer configuration Dell OPTIPLEX

745 (Core 2 Duo E6400 2,13GHz, RAM 2048).

tic;
T = randsrc(N,N,[0,1])
B = sparse(T)
C = ones(N)
p=0
fori=1:N
forj=1: N
if B(i,j) ==
C(i,j) = C(i,j) + p % request - weight coeffitsient.
p=p+1
else C(i,j)=0
end
end
end
T,.C
toc

Figure 4. Software model SMRIGHT
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tic;
T =randsrc(N,N,[0,1])
B = sparse(T)
C=ones(N)
L = sum(sum(T))%total number of requests.
p=L-1
fori=1:N
forj=1:N
if B(i,j)) ==
C(i,j) = C(i,j) + p % request - weight coeffitsient.
p=p-1
else C(i,j)=0
end
end
end
T,C
toc

Figure 5. Software model SMBACK.

Table 1 shows the results of the study of SMRIGHT and SMBACK software
models with respect to the performance and memory required for different sizes N
of the T connection matrix. It is seen that for values of N from N = 4 to N = 32 the
results are almost identical. For N = 64, there is a difference of 24% for
performance and 0.5% for memory, while for N = 128 the difference is 4% for
performance and there is almost no memory difference.

Table 1 Performance and memory required of models SMRIGHT and SMBACK

N SMRIGHT, SMBACK, SMRIGHT, SMBACK,
S[Sec.] S[Sec.] M[B] MIB]

4 0,0438 0,0408 524 508
8 0,1438 0,1218 1956 1988
16 1,5126 1,5126 7856 7900
32 19,0970 19,2438 30768 30944
64 392,0600 486,4200 123572 122980
128 4955,8000 4769,1000 493728 493736
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From these results we can conclude that the alternative application of software
models SMRIGHT and SMBACK in the determination of the weight coefficients
is equivalent in terms of performance and memory required. Also the alternative
application of these models enables us to avoid the attachment of permanent
weights to the requests.

The weight factor determines when to run the corresponding request for the AAM
and AAMO algorithms. The alternative application of models SMRIGHT and
SMBACK in determining the weigh factors is a prerequisite for evenly over time
executing of the requests as long as they are not assigned to one and the same
weight factors.

In Table 2, we have denoted by w the number of weights for software models
SMAAM and SMAAMO corresponding to algorithms AAM and AAMO for
different values of N. It is important to note that for AAMO the number of weights
is smaller for one and the same T-connections matrix (Table 2) because the
requests in one and the same diagonal are of equal weight, i.e. they are non-conflict
to one another [ 3].

Table 2 Weights for software models SMAAM and SMAAMO

N w w
SMAAM SMAAMO
4 9 6
8 26 12
16 133 28
32 502 63

3. Conclusion

From this study, it can be concluded that the alternative application of SMRIGHT
and SMBACK in weight factor determination is equivalent in terms of
performance and memory required and from this perspective it will not slow the
performance of AAM and AAMO. However, as a result of this alternative weight
determination we can avoid the attachment of constant weights to requests and it is
possible to achieve comparative equalization with respect to their execution.
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[Togxom kK BECOBOMY paclpe/iejIeHUIO 3alPOCOB B IBYX
aJIrOpUTMax JJis1 0ECKOH(IMKTHOTO paclucaHus

Kupun Konuaxoe, Braoumup Monos
HHcmumym MH¢OpMa14uOHHle U KOMMYHUKAYUOHHBIX MexXHOolocUuu
Peziome

B cmamve npedcmaenen nooxoo ons onpedeneHus 6eco8 3anpocos 6 mampuiye
coeOduHeHull nepekpecmuo2o kommymamopa. Muvl paccmampusaem 06a arzopumma
0Nl BbIUUCTIEHUST OECKOHAUKMHO20 PAChUCAHUs Kommymayuu | Adanmuemwiil
AneOpUMM YNPAGILEeHUs. NO 8eCOBOMY KOI(Dpuyuenmy mpagpura 8 nepekpecmHom
xommymamope (AAM) u OnmumanvHulii a0anmueHvll ANOPUMM YRPAGIEHUS NO
6ecosomy Kosg@uyuenmy mpagura 8 nepexpecmuom kommymamope (AAMO). B
000uUx ancopummax @eca pPAcCHONASAIOMCS C8ePXy 6HU3 U Cnpaga Haneso. Takum
00pazom, KaxNcovlil 3anpoc  uMeem HOCMOSHHLIL 6eC U, Cled08aAMenbHO,
ROCMOSIHHbBILI NPUOPUMEn IPU 8bINOIHEHUU. 30eCh Mbl RPUBOOUM ANbMEPHAMUBHOE
onpedenenue 6eco8, YIyuuauuee 6binoIHeHue 3anpocos.
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