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1. Introduction

Markov models are the most frequently used tools for analyzing the reliability and
avai lability of complex high reliable systems. The large number of components and
possible system states often make detailed models of such systems large and un-
wieldy to the extent that they are understandable only by their developers or other
experts after careful study, and frequently require special software to be solved.
Fortunately, a set of sinpler, “approximate”, but nevertheless highlly accurate models
can be used for such systems.

The methods described in this report provide a set of simple, easily understood
“approximate”” models that are gpplicable to a large class of systen architectures. A
necessary requirement for their application is the systems to be repairable and the
mean time to repair to be much smaller than the mean time to failure, a case most
often met in the real practice.

Results of the “‘approximate’ model application on a technological system of
Kozloduy NPP are presented in this paper.

For carparison, values, calculated using other methods are also presented. The
results obtained can be canpared quite favorably.

2. Theoretical background

2.1. System model

The system model assures that the system is a series conbination of redundant sub-
systems. Individual units in the subsystem may fail, be repaired and retumed to ser-
vice without the subsystem failing. Honever, if too many units fail at the sane time,
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the subsysten fails and the system fails. The number of units that can fail without the
subsystem failing determines the subsysten structure [1].

The approximation model of the system is developed by constructing a Markov
model of each redundant subsystem and Finding its Mean Time To Failure (MTTF).

The state transition diagram for a 3-state Markov model of a redundant system
with repair is shown on Fig 1. Let us assume that the units are identical with
constant failure ratei . When aunit fails it is repaired at a constant rate m. 1 more
then are unit has failed the system fails. State S, is the state with all units working.
Wle assune that S, is the initial state of the system. State S| s the state with one unit
Tailed. This state does not distinguish which unit has failed since the system behavior
is the sane inall cases. State S is the system failed state - it is entered i more then
one unit has failed at the sare time.

Fig.- 1. 3-state Markov model of a parallel systemwith repair

Wirth appropriate choices of the transition rates, the model in Fig. 1 can repre-
sent many system architectures. For the 2-unit paral lel system both units are active
and 2, = 2; for a standby system only ore unit is active and we assume the standoy
unit does not fail, hence A, =; A, = for both cases. A Triple Modular Redundant
(TWR) system has three units and A, =31, A, = 21.. More generally, an (n-1)-out-of n
system can be described by letting A, =k and A, = (-D)A.

From this model it is not difficult to find an expression for the system
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This suggests gppraximating the reliability of the paral lel subsystem by a pseudo-
carponent having a constant failure rate 1M, and a reliability R*(O=eqp-tM), where
M is the pseudo component MTTF. Using M from equation (2) gives the expressions
in Table 1, and M=/ A, gives those in Table 2, below.

Then the subsysten is replaced by a pseudo—-component having a constant failure
rate " equal to the inverse of the subsystem MTTF. The next step is to model the



system as a series combination of these pseudo-components and
its failure rate is the sum of the failure rates of the pseudo-
components (Fig. 2a and 2b).
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Fig-2. Reliability model of a redundant system (a) ad its pseudo-component “‘approximation” (b)

Fig- 2a shows an example of a system consisting of redundant subsystems. In
camon case, for dotaining of necessary reliability it is possible for different sub-
systems different nunber of elements to be included in parallel. Fig. 2b shows the
system model in Fig. 2a with each subsystem collapsed into a pseudo-component

(Gesignated by “pc”) [2, 3]-

2.2. Approximation Formulas

Formulas for calculating the MTTF for various types of redundant subsystem are
given in Table 1.

Table 1. MTTF and failure rate for pseudo-components representing a parallel subsystem, nvA>10

System BASIC APPROXIMATION:* WITH COVERAGE* Relative
ktructure error
MTTF % MTTF N
2-unit 2 4 22 A+Cl+pu A+ udl-c) 1Y
standby Z‘*’ ra b T+ aud ) —
=h, +u +Aud-c) +CA+u o
A2=h
2-unit (3 u 20 2CA+A+u 22+ 22ud-c) 2 :
parallel b 07 2+ 2u-0) | 2oAtir i
r=22, H H K H
A2=h
-3|—_|\Lj|r|]?it 5 H# 61° 3CA+24+u 64" +3u(l-c) 1Y
jus, A6 5)+ u 64 +3Au(l-c) | 3cA+24+u 6 n
A2=20
n-unit (| 2n—1 . n(n-1A° cni+(n-DA+u p(n-)A*+niull-c 2
Dol hn-1)2 an-Ditpu p-DZ+niul-c] oni+(n-Di+p |"O-D—
A1=nA\, M
A= m(n-—A
(n=1)
n-unit | See algorithm
k-out-of | (3)
n:
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The formulas given are for the most common types of sub-
systems used in commercial, transaction processing, computer
and other kind of high reliable systems. In the formulas, A is
the unit failure rate and m is its repair rate. Columns 2 and 3
give the basic system formulas and columns 4 and 5 include a
factor, c. This factor gives the probability that the unit
failure is detected and the system survives the failure. The
last column in Table 1 gives an expression for the maximum
relative error in the approximation.

The formulas in Table 1 are quite accurate provided the unit MTTF and unit
Mean Time to Repair (MTTR) have the ratio MTTF/ MTTR > 10. In case the ratio
MTTF/ MTTR > 100, the simpler, but less accurate, approximations in Table 2 can
be used.

For the general k-out-of n case (the subsystem is good If at least k out of n
redundant units are working), a sinple closed form expression does not exist for the
subsystem MTTF but 1t can be calaulated iteratively using expression (3):

(17 + @A +D M, forr=1, ._.,n-1, .., K
(&) M, o=
1, forr=n.

Table 2. Simplified expressions for MTTF and fai lure rates for pseudo component representing a parallel
subsystem, puA>100

System BASIC APPROXIMATION* WITH COVERAGE*

structure MTTF A MTTF N

2-unit standb 2 :

A=A ’ % . - . £

o “ X+iul-c) | M

2-unit parallel : :

Zunt p “ 2 S 2%, 22(1-c)
1=2A, 2 u 24 +2u(l—c) u

A=A

3-unit TMR ]

2=, o % 67 + 35;4(17 o) 6;1 r3-9

=2\

n-unit  (n-1)- u n(n-H& H n(n-HA +nA(l-c)

out-of-n:G n(n—1)2 U n(n—-1)2° +niu(l-c)

M=NA,

A=(n=1)A

n-unit k-Dtaful*| m [a]"

k-out-of-n:G %Z[%} K_1 i{_}

A=k, ! k-0 [u

*\ = unit failure rate, c=coverage factor.

The algoritim in equation (3), for the k-out-of-n system is derived by applying
the approximation (2) iteratively to first the (n-1)-out-of-n, then the remaining the
("-2)-out-of-(n-1) system, etc. util the (k-1)-out—of-k system is reached. Note that
this assures that a repair operation restores the system to the fully working state
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regardless of how many units have failed (Fig- 3).

Fig- 3. Markov model of a k-out—of-n: system with bulk repairs

2_3. System and Subsystem Availability

When a redundant subsystem fails the entire system fails. Thus, there is an incentive
to make the necessary repairs quicker than when making repairs to a single failed
unit, which has not caused the entire system to fail. On the other hand, for the
system considered here, a subsystem fails only when more than one of the redundant
uni'ts has failed; thus more extensive repairs may be needed. Consequently, when a
redundant subsystem fails, the repair rate will generally be different fram the repair
rate for an individual unit of the subsystem that is repaired while the subsystem
remains operational . Let p_denote this repair rate. Representing the subsystem as a
pseudo component having the constant failure rate L"=1/MTTF, the subsystem
aailability, A(D), ad its steady state availability, A, can be foud by:

H, A .
A(t) = = __ 4+  _____ @ ¢ s t s
AT ATHI
@
A(t) = ——2——
AT

The overall system avai lability can be calculated as the product of the system
availabilities dotained fram the equations above given.

2.4. Error in the approximation

To use any approximation, It is inportant to have a good understanding of the error it
introduces. The error in the subsystem gpproximation is defined as the relative error:
RE)-R" (®) R ®
(@) E() =————————— =] - ———— ,
R(D) R(D
where R(Y) is the true subsystem reliability at time t and R™(t) is the pseudo-
canponent reliability, R™ (D" ©)). We note that since R(H<1, the relative
error is always greater than or equal to the difference, E(Y) > R(P) - R* (D).
The error dotained by using the expressions given in the last colum of Table
1 is generally on the order of the square of the ratio MTTR/MTTF. For most
applications the formulas are sufficiently accurate for MTTE/MTTR>10. For many
high reliable systams values of 1/). often are greater than 10 000 hours and 1/ is often
less than 50 hours. Hence, ratios /A > 200 are common and both approximations
have very small errors. In sore high reliable systens ratios of /A may exceed 10 000.
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For such systems the errors in both approximations are negli-
gible. It is very important to note that without repair, the
approximations given are not valid and the approach of replacing
a parallel subsystem with a pseudo-component having a constant
failure rate gives a very poor approximation. The errors ob-
tained using the approximations in Table 2 are quite accurate
for time periods of less than 5 times the unit MTTF. Thus, they

are often good enough for practical work.

3. Example

As an example let us consider containment spray system -TQnl
[11, 21, 31] of unit 5 and 6 of the Kozloduy NPP consisting of
three independent channels with three pumps [4]-. If the seal of
a pump fails, the pump can be taken off-line and repaired while
the system remains operational. The pump MTTF is 1000 h, and the
pump downtime including MTTR is up to 72 h. In case a pump does
not work in a period of up to
72 h, the system is in standby position. IT the domtime period continuous more than
72 h, the reactor is shutdown. I two purps fail ad it is necessary to be repaired, the
reactor is also to be shutdoan.

Assuming constant failure and repair rates and using the expression for the
TMR system in Table 1 we have, A=0.001 failures/hour, ©=0.014 repairs/hour;

therefore M=3166.63h=131.94 days, and A"=0.0076. Then the expression
F(O=1 -exp(- 0.0076 B)

can be used as the failure distribution for the 3-pup system
The dowrttime of this type of systems leads to Ioss&camdbymprowctlcncrf
electrical erergy, (e.g- 1h=%$21 000 losses). Hence, repairs are “‘eqedited” when the
system must be taken dowmn. IT the system repair time is only 2 days when the second
pump fails, then m_=0.5, and we find fram the equations (4) above:
A()=0.9850+0.01497exp(-0.5076¢1),
A=0.9850.

Calculating the unavailability of the systemve dotain:

Q,.(D-0.015.
For carparison, we show in Table 3 the values dotained using different proce-
dures for calculation:

Table 3. Values obtained for A and Q

Procedure WANO According to | Operational data | Approximation
Safety  Analysis | (1995-1996) model
Report (SAR)
Availability (A) 0.992 0.96 0.972 0,985
Unavailability (Q) | 0.008 0.04 0.028 0.015

4. Conclusions

Models of complex systems are really complex. As a result de-
tailed models used to determine the availability and reliabil-
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ity of such systems are often too complex to be readily under-
stood and a simpler, easily understood model is often more
useful. In this paper we have described a set of relatively
simple, “approximate”, but nevertheless, highly accurate models
for such systems.The models as described above have rather
simple representations and can be easily implemented with simple
calculations.
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(Pe3wnoMe)

B psame ciydaeB MOXHO IIPMMEHSTH IPOCThIE NPUONM3UTEJIbHEIE MOIEIM CHUCTEMEL
Ha MeCTe CJIOXHEIX, HO “TOuHBIX” MoIeJsiel, KOTOphEe OueHb TPyNOoeMKMe M MHOTOa
TPYIHO NPVMEHMMEIE .

MapkoBCKMe MONENM SABJIAITCSA CcaMOoe 4aCTOe CPeICTBO IJid aHalus3a
HaOeXHOCTM M SKCIJIOATALMOHHOM T'OTOBHOCTM CJIOXHEIX BBICOKOHAaIEXHEIX
cucTeM. BOJblIOE WUMCIIO €JIEMEHTOB M MHOTOUMCJIEHHBIE BO3MOXHEIE COCTOSHMA
CHCTEMHl OeJIalT NOIPOOHEE MOLEJNM TaKMX CUCTEM TsKeJble M TPyIHbBE IJiS
IPVMEHEeHMS Tak YTO OHM [IOHMMAaeMble TOJIBKO IJIS MX PaspaOoTuMKOB MMM IPYTMX
SKCIIEPTOB, M YacTO TPeOylT CIELMalIbHOT'O codTeepa. Torma Ijid TaKMxX CUCTEM
MOXHO MCIIOJIb30BATE Habop ©OoJiee MPOCTHIX, “MPUOIIUM3UTEIIBHEX”, HO BCE TaKU
Cc OOJIBIOY TOYHOCTBIO MOTeJlel.

MeTomel, oOmNMCaHH B CTaTbe, MNPEeNCTaBJIAIT KOMIIJIEKTOM MIPOCTEIX
“IpUOIM3UTEJILHEIX ' MOIesIel, MPUMEHUMEIX IJiS OOJIBIIOTO KJjlacCa CUCTEMHEIX
CTPYKTYP .

[IpubrmauTenbHas MOOEJb CO3OaHa IIyTeM NOCTPOoeHMs MapKOBCKOM MOIEIM
KaXIOoV pe3epBMPaHOM IONCUCTEMEL M ONPeNesIeHUs ee CpeIOHOM OTpaboTKM IO
OTkasa. Pe3yJbTaTH IejlalnT BLMUMCIIEHUS HaIeXHOCTM M BKCIIJIOaTalMOHHOM
TOTOBHOCTM O4YeHb IIPOCTEE OJIS CUCTEMHBIX MHXEHEPOB. JpyTroe NperMyHleCTBO
YUTO BTM MOIENM MOTYT OBITH JIET'KO IIOHATEHL JIMLaMM, KOTOPBEIE HE DKCIIEPTH B
2TOM OBJIaCTM .

[IpencTaBJIeHb Pe3yJlbTaTH NPMMeHeHMs “NpUOIM3UTEIILHOM MoOoen B
TexXHOJIOTMYEeCKOM cucTeMme AEIl “Koznonyn” . s CpaBHEHMA NpencTaBJIeHH
PEe3yJIbTaTH, BBLMMCIIEHE TP [IOMOUM IOPYIMX MEeTONOB. [IOJIyueHEle pe3yJibTaThl
OEMOHCTPMPYIT XOPOUYD CXOIVMOCTD .
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