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1. Introduction

The interactive algorithm [2] are widely used for solving multicriteria linear integer
programing problems. Some of the interactive algorithms work with the aspiration
levels of the criteria, others use weights o denote the relative significance of the
criteria. We propose a leaming-oriented [4] interactive algorithm for solving
multicriteria linear integer programing problems. The main features of the algo-
rithm proposed, which to a large extent preserves the positive aspects of the available
interactive algorithms [Z] and inproves the dialogue with the D\, are:

—-at every iteration the DM provides his/her local preferences in terms of the
desired danges in the criteria values of sare of the criteria, the desired directions of
change of the other criteria and the values and/or directians of the evertual deteriora-
tion of the remaining criiteria, instead of aspiration levels of the criteria. The aurrent
preferred solution and the local preferences of the DM define a reference neighborhood
in which the next preferred solution is searched for;

—at every iteration in a reference neighbourhood a set of integer near (weak)

nondomatted sollutions or integer (Wweak) nondominated solution is searched for solv-
ing integer scalarizing prablars.

2. Problem formulation

The multicriteria linear integer programing (1) can be formulated as

@ "mex{f, (O, k € K}
Sbject to:
(03] 2% Ib,ieM,

JeN
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©)) 0IX Id,JeN,

(C)) X; - integer, J € N,

where symbol “max” means that all the objective functions are to
be simultaneously maximized; K={1, 2, ..., p}, M=(1, 2, ...,
m}y, N = {1, 2, ..., n} denote the index sets of the objective
functions (criteria), the linear constraints, and the decision
variables, respectively: T (x), k e K are linear criteria
(objective functions); f (x) = Zc."xj and X = (X5 Xysenns
X;»---, X ) @s the vector of the decision variables.
JeN

The constraints (2)-(4) define the feasible region X for the integer variables.

For clarity of eqposition, we introduce a few definitions:

Definition 1. The solution X is called efficient solution of prablem (I) or (P), if
there does not exist any other solution x, so that the following inequal ities are satis-
ik

. 1 () for every k e Kand

T.® > () at least for one index k € K.

Definition 2. The solution X is called awesk efficient solution of problem (U) or
(P) if there does not exist another sollutiion ksuch that the folloving inequalities are
fulfillet:

. >f () forevery k e K.

Definition 3. The solution X is called a (wesk) efficient solution, IF X iserther an
efficient or awesk efficient solution.

Definition 4. The vector 109 = (F,09, -.., T£.())" iis called a (esk) nondomirated
solution in the criteria spece, IFX isa (Week) efficiant solution in the variables spece.

Definition 5. A near (weak) nondominated solution is a feasible solution in the
criteria space located canparatively close to the (Weak) nondominatted solutions.

Definition 6. A current preferred solution is a near (weak) nondominated solu-
tion or (weak) nondomiinaited solutiion chosen by the DM at the current iteration. The
most preferred solution is a preferred solution that satisfies the DV to the greatest
cegree.

Definition 7. Desired danges of the criteriavalues are the anounts by which the
DM wishes 1o increase the criteria in corparison with their value in the current pre-
ferred solution.

Definition 8. The desired directions of dhange of the criteria are the directions,
in which the DM wishes to improve the criteria in caonparison with their values at the
aurrent preferred solution.

Definition 9. Reference neighbourhood is defined by the current preferred solu-
tion; the desired danges in the values of sone of the criteria, the desired directions of
change of the ather criteria and the values and/or directions of the evertual deteriora-
tion of the remaining crirteria as specified by the DV.

Problems (1) do not possess a mathemattical ly wel I-defined optimal solution. Hence
it Is necessary 1o select one of the (weak) nondominated solutions, which is most
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appropriate for the global DM’s preferences. This choice 1is
subjective and depends entirely on the DM.

3. Scalarizing prablems

We formulate the scalarazing problems [1, 8] under the assunption that the set of
criteriaK can be divided into three subsets - K, K, and K,. The set K contains the
indices k e K of the criteria for which the DM wants to improve their values carpared
1o the values in the current preferred solution. The set K, includes the indices k € K
of the criteria for which the DV agrees to worsen their values not setting the exact
values of deterioration. The set K, cottains the indices k € K of the criteria whose
values the DV wants to preserve or agrees to be worsened by the value §, . The set K
is divided into two subsets - K and K'; K| contains indices of the criteriak e K that
the DM wants to improve by desired values, A _and K!' consists of indices of the
criteriak € K, that the DM wants to inprove and for which he/she is not able to set
the exact values of Inproving.

The following scalarizing problem, named E , is proposed to obtain a (weak)
nondominaited solutiion of the nulticriteria integer problem (1) in the reference neigh-
bourhood of the current preferred solution.

Minimize
® S= rraX[rrai(j( - 1.0)/I1]. maf(&fk - £.00)/IT 1] + mﬁ(:k - 1.0)/11].
sbject to
(®) T if, keKuk,
o xe X,
where

T, - the value of the criterion with an index K € K in the current preferred solu-
tion, T =T +A_is the desired level of the criterion with an index keK;
(f, ifkekK,

k

~ |fk, IT k K, and the DM wants to presene the current value of the criteria
=1 with index k,
| £ -3, ifk cK, and the DM agrees to worsen with value §_the current
value of the criteriawith an index k,

.~ a scaling coefficient,
{1;, it f, 20,
1, iff =0.

Theorem 1. The optimal solution of the scalarizing problem E, is a weak effi-
cient solution of the multicriteria integer programing problem (1).

Proof.

Let K and K' = (.

Let x* be an gptimal solution of problem E . Then the following condition is
satished:

SC) 15(9, x € X,

k
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and f(x*) i f, k € K' U K,.
Let us assume that x* is not a weak Pareto optimal solution

of the initial multiple criteria integer problem (1). In this
case there must exist, X' € X for which:

) f.(x) > Ff(x*) for k e K and Ff (x*) i f, k € K
v K,.

After transformation of the objective function S(x) of the
scalarizing problem E , using the inequalities (8), the following
relation is obtained:

rgg))((%((x_') fk:(xr'n)a)x mﬁ)l((fk - FOCO/IEL, max(f, - F.CDY/IFLT +
keK kekK, keK!
= mex[mex(f,, - £,6¢9) + (F.0<) - FENNVIFY,
keK

mex(f, - £,.0¢9) + (R - FCON/ I +
keK,

+max(f,_- £ ) + (£ ) - T OO)N/IF] <
kek;

< mexfmex(f, - £,/ IF], mex(F, - £,/ IF]] + mex(F, - FOD)/IF] = SC).
kekK; kek, kel

It follows from (9) that S(X) < S(x*) and f (x*) i f,; k e K' U K,, which
cotradicts to (8). Hence x* is awesk efficiant solution of the nultiple criteria integer
problem (1).

Consequence. Theorem 1 is true for arbitrary values of f, k € K.

The proof of this consequence folloas from the fact that the proof of Theorem 1
does not assume any constraints on the values of the criteria T, ke K.

Because the dojective function of the scalarizing prablem E, is nondifferentiable,
one may solve the following equivalent mixed integer programming E:

(@0)) min(a. + B)

sbject to:

(@) a i (f - FONVIF], ke K,
(7)) o i (F, - TOOVIF], ke K,
(€)) Bi(f-FOIIf), keK,
@ T if,keK UK,
(€3] xe X,

as) o, B - arbitrary.

Problens E, and E have the sare feasible sets of the variables. The value of the
objective functions of problems E and E are equal .. This folloas fran the folloving
assertdon:

The scalarizing problem E hes four properties, that help to inprove the dialogue
with the DM, as with respect to the required from himvher information and with
respect 1o the reducing of the waiting time for evaluation of new solutions also. The
Tirst property is comected wirth the required informettion fran the DM. Insteed of the
agpiration lewels of every criteria for the defining of the reference point [6, 7, 8], the
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DM has to provide only changes in the criteria values of some of
the criteria and the directions of change of the remaining
criteria to specify the reference neighbourhood. The second
property is that the current preferred solution is an initial
feasible solution of the next integer problem E;. This facilitates
the single criterion algorithms, especially the heuristic
algorithms. The third property is that the feasible solutions of
problem E; are near to the nondominated surface of the multicriteria
integer problem (1). The application of heuristic algorithms to
solve problem E; will lead to near (weak) nondominated solutions
quickly, thus reducing the waiting time for the dialogue with
the DM. The comparatively quick finding of more solutions for
evaluation by the DM is important during the learning phase of
the DM. The forth property of the problem E, is that with it the
DM can realize the search strategy “no great benefit - little
loss”. The solutions obtained in the reference neighbourhood
are comparatively close, which makes it easier for the DM to
compare several solutions and choose the next preferred solution.

4. A reference neighbourhood Interactive algorithm of nulticriteria
linear integer prograiming

A reference neighbourhood interactive algoritim solving multicriteria linear integer
problems can be suggested on the basis of the scalarizing problems E,.. The dialogue
with the DM has been improved with respect to the information required from hin/
her; to the time when he/she is expecting a new solution; to the possibility for evalua-
tion of more new solutions and to the leaming passibi lities of the specifics of the
problem solved.

The basic steps of the algoritim are the following:

Step 1. An initial near (weak) nondominated solutiion of the nulticriteria prob-
len (1) is defined, setting T, =1, ke K, ﬁ(: 2, k € K, and solving approximately
problem E.

Step 2. Ask the DM to specify the reference neighbourhood of the current pre-
Terred solution defining desired danges in the vallues of sare criteria, desired direc-
tions of dhange of other criteria and the values and/or directions of the eventual dete-
rioration of the ramaining criteria.

Step 3. Ask the DM to dhoose the type of the algoritim— exact or heuristic. If the
DM selects an exact algorithm— go to Step 5.

Step4. Ask the DM to specify s — the maximal number of near (weak)
nondaminated solutions of the multicriteria prablem (1), which can be stored in the
set M, . Solve the scalarizing problem E with the help of an heuristic integer algorithm
and present the set M, to the DV for evaluation and selection. In case the DM ap-
proves one solution as a current preferred solution of multicriteria problem (1) go to
Step 6. 1T this solution is the last preferred solution— g o Step 7.

Step 5. Solve problem E,. Show the (weak) nondominated solutiion or near (weak)
nondomiinaited sollution (i the camputing process is interrupted) of the nulticriteria
prablem (1) to the DM. In case the DM approves this solution as a current preferred
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solution of the multicriteria problem (1) go to Step 6. ITf the
solution is the last preferred solution - go to Step 7.

Step 6. 1T the DMvarts to store the current preferred solution of the nulticriteria
prablem (1) — check If it has been saved before, 1Fnot, add it to LIST - a set of stored
preferred solutions - Go to Step 2.

Step 7. Does the DM want to compare the last preferred solutions of the
multicriteria prablen () with the solutions selected and stored in LIST — go to Step 8.
If no - Stop. That s, the last preferred solution is the most preferred solution of the
nmulticriteria prablem (1).

Step 8. Show the set of solutions saved in LIST to the DM for comparison and
selection of the most preferred solution of the nulticriteria prablem (1). Stop.

The proposed algorithm for solving multicriteria linear integer problems is a
leariing oriented [4] interactive algorithm and the DM controls the dialogue, the
conputations and the stopping conditions.

Prablems of mixed integer linear programing (scalarizing problems) are solved
in the interactive algoritim. The use of approximate algorithms [3, 5, 10, 11, 12]
operating efficiently in a “narrow fessible area’” and a knoan initial fessible integer
solution enables the finding of good and in many cases — optimal solutions of the
problems E,. The evaluation of more than one, even they be approximate (weak)
nondominatted solutions, enable the DV to leam faster with respect to the problems
being solved.

The DM aperates mainly in the criteria space, because in most of the cases the
criteria have physical or econanic interpretation and this enables the more realistic
estimation and choice. The information required from the DM refers only to the de-
Tining of a reference neighbourhood of the current preferred solution.

5. llustrative eample

With the purpose to illustrate the interactive algorithm proposed the following
multicriteria problem is solved. It is solved with the help of a developed small re-
search software system and the DM is supposed 1o use all the possibilities that the
algoritim provides.
max £,(X) =5x - X, +2x,
max F,(xX) = -X +2x, + X,
max F,(X) =4x, - 8X, + 2X,
under the constrairnts
X +2X, + X, +2X, T34,
2 +X,-3% -X, I16,
3X +2X, +4x, - X, T28,
X, +6X, - X +4x, TI43,
)(_|_1 )%1 )(3'1 )S‘ - mt@r’
Let us denote the Teasible region for the integer variables by X .
In order to find an initial non-dominated solution, with the help of heuristic

algorithm of mixed integer programing a scalarizing problem of E type is solved, at
aprioriset £ =1, keK, £=2,keK, ad K ={1, 2, 3}:
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min o,

o i2 - 5% + X, - 2X,,

a i 2+ X - 2X, - Xg,
o i 2 - 4x, + 8x, - 2X,,
X e X

21
o - arbitrary.

The values of the criteria for the solution obtained are: T,
10, f,= 10, f,= 10. Let us assume that the DM would like to

improve the Ffirst criterion and sets only the reference point
f_l: 15, K = {1} for it; he agrees to deteriorate the second
criterion, not defining by what value, K, = {2}, and to improve
the third criterion, not defining any certain values, K = {3}

and K, = . The DM would like to see integer solutions at this
iteration, but not more than 3, i. e., s = 3. A problem of E;
type is formed:

min(a + B),

a i (15 - 5x, + X, - 2X,)/10,
a i (10 + x, - 2x, - X;)/10,
a i (10 - 4x, + 8x, - 2x,)/10,
4x, - 8x, + 2x, i 10,

X € X,

o, B - arbitrary.

With the help of an heuristic algorithm of mixed integer
programming problems the following solution is found: f = 14, T,
=8, f,= 24.

'Ihe?value of the second criterion does not satisfy the DV and he/she chooses to
continue with aspiration level of the second criteria - ‘IEZ= 12, K ={Z}. Heagrees to
deteriorate the first and third criteria, 1. e. K, = {1, 3}. Ascalarizing problenof E
type is sohved and solution is foud.

min o,

a i (12 +X - 2%, - X)/8,

o i (24 - 4x, + 8, - 2xX )/24,
a,i(l4—-ag-+x2—2xgll4,
xeX,

o — arbitrary.

The values of the criteria for the solution dotained are =11, £=10and f=10.
This solutiion does not satisfy the DM eiither and he sets new conditions for the crite-
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ria: to improve the first and the third criteria, K = {1, 3},

the second one may be deteriorated by 1 unit, f;: 9, K, ={2}. A
following scalarizing problem of E; type is solved with the help
of an exact algorithm of mixed integer programming.

min B,

B i (11 - 5x, + X, - 2X,)/11,

B i (10 - 4x, + 8x, - 2x,)/10,

5x, - X, + 2x, 1 11,

4x, - 8x, + 2x, i 10,

=X, + 2X, + X, 19,

X € X,

B - arbitrary.

The solution found is: f =14, f,=9, f, = 18.

1

The DM selects this solution as the most satisfactory for hinvher . With this the
operation of algoritim is brought to an end.

6. Conclusion

A learming-oriented interactive algorithm is proposed based on the reference neigh-
bourhood approach to solve multicriteria linear integer programing problems. The
scalarizing problems E provide the opportunity to improve the dialogue with the DV
with respect to several features:

- according to DM s wish, he/she may set different type and different quantity of
information at each iteration;

- the time during which he/she is expecting solutions for evaluation and choice is
reduced;

- his/her possibilities for leamning the specifics of the miltiple criteria integer
problems being solved can be increased.

These features of interactive algoritim characterise it as an gopropriate and user-
Tfriendly algoritim solving nulkticriteria linear integer programing problems.
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NHTeppakTUBHBIM alrOPUTM OTIPABHOW 0OJIACTH JUIsl pelIeHUs 3aaady
MHOTOKPUTEPUAIBHOTO JIUHEHHOTO LIEJIOYUCIIEHHOTO ITPOTPaMMHUPOBAHUS

Bacun Bacunes
Hnemumym ungpopmayuonnvix mexnonoeu, 1113 Cogus
(PezrmomMme)

[IpencTaBien UTeppaKTUBHBIN alTOPUTM, OPUEHTHPOBAHHBIA K OOyYE€HHH, KOTOPBIH
TIpeHa3HaYeHbI JUIsl pelleHus JIMHEWHBIX 3a/1ad MHOTOKPHTEPHAIILHOTO IEJI0YUCICHHOTO
nporpammupoBanust. [Ipy kaxaoi urepaunu auno, npuanmaromniee pemenue (JITIP), 3amaer
CBOM JIOKAJIbHBIE TIPEATIOUYNTAHUS B BUJIE JKETa€MBIX M3MEHEHHH CTOMMOCTEH HEKOTOPBIX U3
KPUTEpHUH, >KEeJaeMBbIX HalpaBICHUH M3MEHEHUs! JPYIHX KPUTEpUi M HaIpaBIICHUS W/WIIH
CTOMMOCTY €BEHTYAJIbHOTO YXYIIICHUS! OCTAIBHBIX KpUTepui. JloKaJbHbIE MPeAnouYUTaHus
JITIP onpenensitor ornpaBHyto obnacts. Ha ocHoBe 310l oTripaBHOM 001acTH hopMyrtupyercst
LEeJOYUCIIEHHAs CKaJlapU3UpPYIOIIas 3a/1a4a.
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