BBIITAPCKA AKAJEMMA HA HAYKUTE . BULGARIAN ACADEMY OF SCIENCES

[POBJIEMM  HA TEXHMUECKATA  KMBEPHETMKA U  POBOTMKATA, 51
PROBLEMS OF ENGINEERING  CYBERNETICS AND ROBOTICS, 51

Codmsa . 2001 . Sofia

Computer Aided Synthesis of Interacting Processes Models*

HristoHristov, Tasho Tashev

Institute of Information Technologies, 1113Sofia

1. Introduction

The design of modem information systems requires the investigation of interacting
information processes occurring in information computing systemsand sets, whichare
characterizedby theirmulti-level structureand the presence of asynchronous interac-
tionsand indeterminacy . One of the formal tools used to study such processes, is the
gpparatusof Petrinets [1].-

Petri nets (PN) are an i Hustrative andwel I formalizedmodel, designed for the
purpases of paral lel systems study, which inacompact form reflect the interactions
between the systemelementsand their dynamics. The level of model abstraction ishigh
and 1t is placed between finite automata and Turing”smachine.

Besidesamodel , amathematical tool isalso necessary for the investigation, which
enables not only the anallysisofagivenvariant of interactions, butalsoprovides the
passibi l ity tosynthesize new interacting processes of aspecificclass. Thegpplication
of tensor analysis is suggested for the solution of similar problems [2]. Tensor
methodology enables the investigationof complex systems inparts, the propertiesof
one systembeing dbtained fromthe simplest one—a“‘primitive system” of oneclass on
the basis of a“‘sample” system of another class. The tensor approach proposed by G.
Kron includesmethods for analysis, aswell as synthesis procedures [3] - Kulagin has
developedandapplied it for Petri nets [4] - Questions conceming the canputer support
of this approach for PN are the subject of the present paper .

2. Tensor methodology for PN-models

The tensor approach of Kron assumes the use of a group of transformations that
correspond to a geometry of a certain type. In order to define the geometric
transformations on interacting structures, represented by Petri nets (PN), some
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denotationsare introduced.

Elementary net—defined in [5] and representinga transitionwithone input and
oneoutputposition.

Primitive PN-formed by a set of elementary nets not connected one to another .

Space of PN-structures — space Rm with the respective dimension, aset of
operations Gandasystemof coordinates (defined by Kulagin [4]) , inwhichthe output
model is represented.

In [4] the type of themain tensor equations for PN isgiven, andalsoamethod for
PN-models study on the basis of a primitive system (PS) . The disadvantage of the
approachdescribed is that foreach PN, interpretingany interaction, the construction
of separate tensors of the transformation isnecessary - Kulagin proposes theiravoiding,
constructing a tensor of the transformation (TT) in the primitive systemof one
generalizedPN, defined by himasareducednet. It consistsofasetof linear fragrents
(LFS) and the stage of i'ts obtaining coincides with the stage of analysis of the
interpreted interaction [6] - Realizing unionson the primitive systemelements, the
initial PNmodel can be constructed, aswell asa set of other PN-models fronthe given
classof interactions (synthesis stage) - The unionoperationsbelong to theset Gand the
NP models synthesized wil I belong to the space Rm of NP-structures located ina
coordinate systemconnectedwirth the primitive system. The image of the newstructures
in the output systemof coordinates is donewith the help of a transformattion tensor C,
as shown inFig. 1 (according to [6]) -
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The setU inFig. 1 indicates the set of NP-structures in the output systemof
coordinates (intensor analysis denotations), and W- the set of NP-structures ina
coordinate systemof the primitivesystemR ; Dand D' denote the matrices of incidence
of the corresponding systems.

3. Functional scheme of the softtware real ization

Following the logic of the approach formulated by Kulagin [6] a functional software
structure could be suggested consisting of Tive basic blocks implementing separate
problems inthe aspect of [4] —Fig- 2. Each block wi 1l comprise procedureswhichwill
call sare basic functions for theirexecution.

Obtaining set U —>{  Decomposition Coordinates transf. Elements union
Block 1 Block 2 Block 3 Block 4 \I/
Block 5 Incidency matrix

Fig- 2. Functioral structure

The Block 1wi 1l transformthe PN-model froman ordinary Petri net intoabasic
PN (BPN) [7] representing the setU. It must contain the procedures:

—removing loops;

—removing the forbidden situations for start-stop positions;

—checkaof theelementary transitions.

The Block 2 realizes the decomposition of the BPN to a LFS system. The
necessary procedures are:

—definitionof the nodes that have tobe divided.
Withnecessary functions:

—realization ofahelpoperation Sum;

—realization of ahelp operation Num;

—divisionofthe nodes.
Withnecessary functions:

—realizationof the operations

Tear_pl, Tear p2, Tear_p3vand Tear_p3h;
Tear_tl, Tear 12, Tear t3vand Tear_t3h;

—arrangingaccordingtoLFS,

—loops breaking.

As aresultof these transformations the number hof LFS is obtained, the nurber
k; of the transitions into each fragrent, the dimension of the configured spaceR.

The Block 3 real izes the stage of coordinates transformationwith the helpof the
fol loving procedures:

—oonstructing the incidence matrixof theprimitive system;

—camputing the coefficientsof the transforming tensor .

Necessary functions:

—computing the coefficients C for LFSwithanumber of transitions g;
—camposition orfooeffficierrtscq-

The synthesized matrix is conputed inBlock4, joiningnodeswiththe helpofthe
fol loving procedures:

—checkof the restrictingconditions.
Withnecessary functions:

—constructing the lineA ;
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—determining the number of LFS, towhich the node belongs;

—joiningnodes.
Withnecessary functions:
—execution of the operations
Con p(@, N;
Con t(g, N):

AsaresultmatrixD_, . isobtained.

The last Block 5 isdesigned to give adescription of the PN synthesized. The
necessary procedures are:

—transition torards the newcoordinate system.
Withnecessary functions:

—standard mathematical operations (nultiplying the coefficientsof TT by the
elementsofD_, )-

—cancel lationofequivalentnodes.
Withnecessary functions:

—discovering coinciding rons;

—discoveringcoinciding colums.

Asaresultacoincidence matrix of the synthesizedmodel will be obtained.

4. Model ling capacity. Using thematrix of arcsweights

The model thus obtained wi 11 be of the class of ordinary and homogeneous PN. This
is asequence of the requirement for conpleteness of the operations ofanalysis and
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syrnthesis [8], which implies the exclusion of themulti-arcs inBPN and themodel of the
general ized PM is reduced to a simple PN.

The problem for analysis and synthesis of models of general ized PN isstudied in
[9] - For this purpose the notion matrix of arcsweights (MW) has been introduced and
itspropertiesand the corresponding equations have been investigated.

Some additions to the functional scheme have to be introduced inorder to dbtain
models of generalized PN. The use of the matrix of arcs weights does not alter the
method, 1Itonly requires each operation executed on the matrix for BFS, tobe executed
forMVaswell. This isdemonstrated inFig- 3withthe example of Block 2. Naturally,
the first procedure for Block 1 has to be the obtaining of MW, and the last procedure
in Block 5—the accounting of arcsweights (according tothe equations in [9]) -

The connection between the blocks and the researcherwi Il be realizedby user’s
interface. It isconvenient to have an additional blockwiththe task to visualize
graphical lythe PN.

Wewould like to note that though the algorithmdescription isoriented tonards
matrixoperations, thematrices storingand their processingas list structuresmay prove
more suitable for large dimensionPN .

5. Conclusion

The time complexity of the operations divisionand uniting is notgreater forapolynom
of second order than the number of nodes of the initial PN, and hence the software
realizationwill have sufficient speed onpersonal computersalso.

References

Peterson,J.L.Petrinets. -Computing Surveys, Vol. 9, September, No 3, 1977, 225-252.

.Peterson, J. Theory of PNand SystemsModel ling. M. , Mir, 1984, p. 264.

-Petrov, A. E. Tensor Methodollogy inSystems Theory. M. , Radio I sviaz, 1985, p. 152.

Kron, G. Tensor analysisof networks. N.Y., J. Wiley&Sons, 1965, p- 720.

Kotov, B., E. PetriNets. M., Nauka, 1984. p.160 (inRussian) ..

_Vashkevich,N.P_.,V.P.Kulagin. Tensor analysis of computing networks models. Theses of reports

of Federal Conference. Riga, 1987, 239-243 (inRussian).

7.Kulagin, V. P. Algebra of networkmodels describing parallel computing structures. —Automation and
Modern Technology, 1993, No2, 25-30 (inRussian).

8.Tashev, T.D.,M.B.Mar inov. Basicstructures and operations intensor transformations of PN. —In:
Proc. of Bulgarian-Russian Seminar “Methods and Algor ithms for Distributed Information Systems
Design, Theory and Applications. May, 28-20, 199, Sofia, Bulgaria,152-162.

9.Kulagin, V. P. Following tensor technology in the design of a concurrent computing system. — In: CAD-
94 - New Information Technology for Science. Education, Medicine andBusiness. Rousija, Yalta
Gurzuf) , May 4-13, 1994 M., 87-89.

10. Tashev, T.D., H.R.Hristov. Introductionof thematrixofarcsweights intensor transformationsof

PN. - In: Proc. of Bulgarian-Russian seminar “Methods andalgorithms for distributed information

systemsdesign. Theoryand Applications. Sept. 29-0Oct. 5, 1997. Sofia, Bulgaria, 121-132.

PU A wN e

24



KoMObioTepHO-NOIIOJIHEHEDM CUHTES MOIeJIeV B3auMOOeNC TR YIOUMX

IMPOLIECCOB

Xpucro Xpucros, Tamo Tames

VHCTUTY'T MHYOPMALIMOHHEIX TexXHOoJI0Twwi, 1113 Codrmsa

(PeszowMme)

PaccMmaTpuBaeTcs ofmas QyHKIMOHAIbHASA CTPYKTYPA MPOTPAMMHOY CUCTEME! IJIs
CUHTe3a MoIeJiel B3aVMOIeCTBYIMX IPOLeCCOB C 3aJaHHEMM CBOMCTBaMMA .
Momesny onycaHb! [IpM IOMOLM alrnapaTa ceTel [leTpr. OnpenesigioTCs OCHOBHEE
BJIOKM CMCTEMEH M [TPOLIeTyPE, HEOOXOMVMEL IJIS MX KOHCTPYMPOBaHMsa . CMHTE3
OCHOBaeTCsI Ha TEH:30PHOe Ipeotpas30BaH/e CETEBEIX CTPYKTYP .
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