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1. Introduction

Whensaveral selectednotions- investigationdojectsaredisoussad, theuseof justapositions
ischaracterizedby itssinplicity. Denote A , A, . .. , A e{A}asTeatures (orproperties),
characterizing thesetofall the objects justaposedC , C,, ..., C - Asaresultofthe
JustapositionsamatrixZ isformedwithdimensions kx n, such thateachof itselements
z,€Z iIsassigedthevalie I incase the feature A, belongstoﬂ"eobjectcj orO(incaseit
doesnotbelag) . Itisalsonotdifficultointrocdlceavalueforz, - (yes”or no”: indefinite
truthvalue) , leading tothe goplicationof termary logic in justapositions formal ization.
Truthvaluesof the type “nerther yes, norno” withelements of four-valued or reduced to
it logicarebeyondthe investigationarea. Regardlessofthesinplicity inthedescription
adgeerationwith justapositios, theiruse indifferent inference typescanbequirteefficient.
Letthe notion nondeductinve inferencebeusad, thattunites the notions inference by analogy
and inductive inference. BExanples of the interactionbetween these two typesof inference
are found in research papers on inductive and probabi listic logicand onanalogy also
[1-7]. ForexampleD.M.Keynes [8] has shomn thatMil1”°s (Eliminating) inductioncan
be represented as recanputing induction plusanalogy - Whenthe schemes of nondeductive
inference methods are compared, some repeating elements that playan importantrole in
every one of them can be mentioned.

The jJustapositiontoolsenteral | these schenesand this isone of the reasons for their
study . Therearetwomore purposes for the Investigation:

1. The development and analysis of justapositions helps finding the connection
between differentnondeductive approaches.

11. Since the justapositionsare themost sinple units inany nondeductive approach,
the study of the constraints impl ied onthe approach as awhole can startwith them. But
thecorplexity of the inference in the transition from justapositions tonards the approach

*The investigations have been real ized with the help of the National Fund for scientific research, contract
No 1 605/96.
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asawhole can increase considerably and in some cases the specifics of apartof the
approach cannot be transferred to the approach asawhole.

Thepaper disousses the justapositions tools refarring toelarentsof sets, realized in
inference by analogy and in inductive inference also. Though this apparatus hasbeen used
intre firstattenpts touse nondeductive inference inartaficial intelligence (AN [9], itstill
remains inthese gppl ications. The justapositionsareweakly representedeven inencyclo-
pedia literatureaboutAl [10, 11] or indecisionmeking systems [17] . Ayway, the amission
of justapositions (andcountter positions) leads to incorrect transformation of knovledge
and inference .. The next thrree chapters represent three types of inferenceand theuse of
Justapositions inthem.

2. Justapositions inanalogy by features

The analogy by features (which isalso called Epicurean analogy [5]) is easy for
formalizationand conbinesal l thecharacteristic featuresof the inference by analogywirth
itssimpledescription. Inorder to simplify the inferencediagram represented, itis
corditional lydivided intotwovariants.

a. Let thre object Bhas features frantheset {A, | i< D }whereD, isthesetof indices
of pattems describing B, forexample D ={2, 5, 11, 12}. Letalso theobjectC, be
characterizedby apartof these pattems{A, |1 D}, atthatD c D, and inthisway the
setsof featuresof nsimilarobjectsaregiven{C_| k=1, 2, ..., n;D cD, }, thatare
carpared toB. Thenthe rule foranalagy by features [[13] canbe interpreted inthe fol loving
way: “Ifthedoject Bhas features {A, |i< D} (coinciding features), itispossiblethat it
possesses sufficient pattems{A i< D\D }aswell, which isformalizedas:

B« MA,, C.<NMA,

icD, ieD,

1 Ed B’
o <A ©,-B. Q)
ic D\D,

where Mdenotes conjunctionbetweenthe logical objects, vy, —partial simi larity between
them, which is straight proportional to the proximity between theobjectsBandC,
estimated inthe hierarchical network of objects, based on the use of relations of
“Ppredecessor —ancestor’” type.

b. Letthedbjects B ,B,, ..., B , havepattemsfranthe respectivesetsD D, ---,D,,

and D,cD,,D,cD,, ---,D0,cD, - Letalsotheobject compared-C _, possesses such

pattermns{A, |ie D} thatD, =D,. Theninthe comparisonsbetweenB; , j=1,2,...,m,
andC_, the inference diagramaccepts the form:

B, < MA,, C < MA,
] - i k i
IeDOj ie D,

@ G- By ,0-
C < NMA, By G
ieDOj\Dk

Inpairwise conparisons between dbjects, diagrams (1) and (2) coincide. v, hasan
important role inthe diagramsince onthe basisof thisestimate many of the objectsare
eliminatedas beingnot close enough to knowledge transformeation (inthe case considered
—Teatures) byanalogy. There isapossibi lity tocortrol the process ofhypotheses generation
defining theminimal threshold value for asetof coinciding features—-card () , where
D, =D,orD, =D, , card is usually the poner of asetand inthiscase itisreduced tothe
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counting of elerents D, . The alterations y, donot hamper the formationof incorrect
hypothesesand incorrect knovledge, that iswhy al l the hypothesesare passed through two
“Filters”’, wheremany of themarescreenedas inval id. Firstthe noninconsistencyof the
hypotheses formed is checkedwith the help of their justapositionwithal I theknovledge
available forthe dbject, towhichthe hypothesisgiven isreferred to (thisabjectiscalled
goal of the transformation by analogy) - The consistent hypotheses are comparedwith
knowledge fromthegoal of transformation. Thewhole conplexsystemof hypotheses check
and rejectionand of the dbjects compared does not guarantee even satisfactoryval idity of
the hypotheses abtained byanalogy (this refers notonly totheanalogy by features) .

Letz,_ e Zforthepattemsjustaposed A, A, -. -, A e{A}yandthedbjectsB ; , C form
amatrixofdimension (k+j)x n, andeach elemerrtfromz beaSS|gnedﬂ”|evalue Oorl.

Trerealizationof JLstaI:smcrserd)lesﬁesqaaratlmof{A} into threenmintersecting
subsets: {AO}, A Yand {A®}, where {AQ} includes al | the features, possessed byal l the
dbjects justaposed, {AP}-pattems A , forvhichthereexistsat leastonedojectp, forwhich
z,,=0. Bydefinition, {A(O)}and{A(l)}can be empty sets, but ifthey are simultanecusly
errpty this indicates shortcomings insubjectareamodel ling, i -e. thedbjectsarenctvell
enoughdescribed. Inacontrast tothem, {A®} isasetof distinguishing featuresfor the
object- 1t cannotcontain less than k+j elements (not less than one per each colunn) ;
otherwise themodel of the dbject area isnot sufficiently corplete. When increasing the
number of the dbjects justaposed (k=2, 3, 4, - . ., X), {AQ} Isdecreased on the account of
the increase of {A®}and {A®}. Infurther investigations suchminimal quantityof the
terms {AQ} issearched for, whichassures the dotaining of nondeductive inferenceandalso
the dependence of this nurber on k and on the type of the dbject area. The transformation
of knowvledge by anal ogy ismore surtably done by pai rwise carparisonof thedbjects, i -e.
thebasisTor justaposition (card{A® D)) being the largest at that.. Withthe increase ofk,
the justaposition providesmore favourable conditions for operationwithanexpert inthe
prooesscﬂamledgeaoquisition Forexample, ifonlytv\oobjectsareoonsidered then
{A®}hastobeapriori given, but if thedbjectsexceed fiveard inarow i justanez, acoepts
thevaliel, thenahypothesisA e{A®}maybe suggested. Thesinple Justaposmlonsenable
the formation crfquestlonsof“HOW’ and “WHY”” type, put to the expert or (when some

“experience’ isavailable) for automaticoperation. Forexanple, why inthe row lalmost
all z, =Owith theexceptionofone z, =17 Inthisvay theattention is concentratedonthe
stlﬂyof'theobjectp@qolaﬁlngﬂ”e reasmforz 70. It isnotexcluded that zp:O(lnoorrect
knONIedge)orﬂ”atmtermnectlonwmmmmerpattemorammerreason isfound, and
Finallyanobject areawithnewknovedge isgenerated. Ifcasesareconsideredwhere z,,
canacoept thevalue ?, newpossibi litiesagppear forgperationwiththeexpert. Fore>arple
ifoneoftherons (i) fronZ comtainselemantswithvalues ““7” or “I’ onlly, thenahypothesis
can be formed: A, e{A®} and so on. Let the fol lowing inconsistency coefficients be
introduced: 0<k <1, 0<k<1, 0<k<1, and “‘attached” to {A®}, {A®} and {A®@}where
k<k <k, . Anyanalogieswiththe coefficients 0<o<1 introduced inheuristicor probabi-
listicway andattached toeach pattem of everyobject would be incorrectdue to the deep
difference inthe semantics of the operations accampl ished onthe objectareamodel .

An example is given below that provides an idea about the advantages of the
approach. Without justapositions, the analogy by features (1) or (2) may lead to the
formation of ahypothesis that an object fromthe goal of transformationpossesses a
distinguishing featurecfanother doject (franthe transformationbesis) , which is incorrect
inthe general case. These results cannot be avoided by the canplex introductionand
alterationoftheveightcoefficientsa, , of tresignificance fectoror similarestimates of
subjective characterand the Inconsistent hypotheses of this type may pass throughal | the
stages of screening.- Further on investigationofmoreconplexdiagransof justapositions
wi Il beassumed, inwhichthe interconnectionbetweenthe separate pattems or groups of
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features istraced, and {A®} issegparated into nonintersecting subsets and constraintson
thepatterms transferare inplied.

3. Other analogies

Inmore elaborate types of inference, thereare moreadvantages found in justapositions
realization than in operationwith analogy by features. Ineveryone of the early
investigationson inferencebyamalogy informal systams [14], eachof the dbjects isassigned
rtsmockel, consisting of facts (pattemAbelongs todbject B - partial caseof thefact) ad
rules ofthe type G<—ﬁi€DOHi » Where MH, isareason (rule body) and G- consequence
(headof the rule, consistingof onestatementonly inHom’srules), D —final setof the
conjuncts inthe rulebody . Asaresultof the operationof the inference formal mechanian,
from the model M, connected with the base of transformation, arule of the type
G<«M,_, H , Isadded inmodel M, connectedwith the goal of transformationasa fact,
i.e. I’EN[EI’UMG(QG is added toM, under the condition satisfying the partial coincidence
v between the objects (EPIC rule from [14]) - Theapparatus of inference by analogy in
Haragushi ismore complex than the analogy by features. But the comments above given
about the impossibi ity of the distinguishing features transfer remain inponer (ina
modified form): ifGis false outsideM , then its transfer toM, may lead to incorrect
knowledge.

In the diagram represented some shortcomings are added to the ones expressed in
chapter 2, thatcan be avoided only by a justaposition between the objectsmodels. For
eanple, lettheobjectareaconsidered, isomithologyand the doject fromthe transforma-
tionbase is flamingo. Independently on the selection of the object from the goal of
transformation (forexamleneighbouringclass, goose), thefol lovingexarpleof incorrect
knowledge transformation is represented. It isknown that the pink colour of flamingo
Teathersmay become quite pale and under some circunstances evendisappear during their
longstay inzoos. The reason for that is the absence of smal l crabs inthe food. Ifthis
interconnection of reason-sequence character (crabs food- pinkcolour) isappliedto
another dbject, includingbirds livingunder natturall conditions (salty lakesorseabays,
warmclimate, pink colour of the feathers), thenthe transfer of this reason-sequence
comnectionwouldbe incorrect. Thisconnection ischaracteristic (it isdefining) forthe
Flamingo, which iseasi lydemonstratedwith the helpof justapositions.

Inthe literatureon information tedologies It isacceptedtodiscuss themethodologi-
cal roleofthe gpproachesconsidered. Honever the limitsof justapositionsggplicationin
logical inferenceare hardly overcone. This isso conplexand saretimesevenmeaningless
asthe question: why isthe inference by analogy necessary? Insomewell developed and
already‘‘classical” objectareas, where the knowledge incompleteness isdiminished to
minimum, the role of analogy is reduced mainly to the description of notionsor of the
inference processand the purpose of Ttsgppl ication is thedescriptioncompressiononly. On
theatherhand, inthe “notdeveloped”’ scope, whenthere is lessknowledge about the dbject
avai lable, theamalogy isoftenused, but rtcan lead to inconsistenthypotheses. Inasimilar
way, thewide use of justapositionsweakens the role of nondeductive technologies.
Neverthelesswe must not counterset the justapositionsand nondeductive methods. A
comon featureofal I these methods and approaches is theavoiding of the Incorpleteness
inthedbjectareamodel , whichenables thecomectionof justapositions toolswithanalogy
and induction.
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4. Justaposrtions in inductive inference

Usual ly the basis of inductive reasoning contains information about some investigated
tems intheclass, confimingor mekingaprobable conclusion, which refers tothewhole
classoronly toapartof the terms investigated. The problematiccharacter of the connection
between the basis and inductive inference gives the opportunity to use methods of
probabi ity theory inthe constructionof induction logicandnondeductive methodsas a
whole. Al theattenpts toexplain logicprobabi l ity byadegree of faith, even reasonable
(asKeynes|[8] doesthis), donot achieve the purpose. The approachof theauthorswho
base onthe notiondegree of confiming one stattement by another in inductive logic ismuch
moreefficient. Thisgoproach itsel T isgrounded onsemanticanalysisof thestatements. Let
‘thedegreeofconfirmation bedenotedbyr . The esserttial declarationvwhichestablishes the
probabilistic relationbetweenstatements, for exanplebetween the hypothesisHand its
enpirical evidencesE, will besyrbolical lyexpressedas: t(H/E)=p, wherep isanynurber
withinthe segrent 1>p>0.

Insuchan approachthe subjectivity of the confimationdegree t(H/E) is theweakest
place. Inthesituationshoanthe justapositionsearlierdescribed help the formationof the
confirmation degree. Thus since inthe second chapter some justapositionswere given
which can be expressed by frequency tools in probabi l ity theory and at the same time
t(H/E) isdorewiththehelpof logicproebi listictools, it isassuredthatthe justapositios
in inductionare aterritory, where the supportersof the frequency, aswell asof logic
interpretationwi 1 find acomon language.-

Let thesemantics of the sets {A}, {AQ}, {A®}and {A@} bealtered inthe fol loving
way: {E} consists of all the evidences for the set of justaposed hypotheses {H*}where
He{H*}; {E@} contains evidences coinciding forall He{H*}; {E®} - evidences
confiming only one of the hypotheses H e { H*} and at the same time being defining for
H; {E®} - the restof the evidences in{E}. One coefficientk <k <k, isentered for each
ofthesets. Theinvaluemay alter indefinite limitsdeperdingontheselectionof the dbject
area. Intheomithologicexarpleabove giventhe relationk /k andk /k isquite larger
than inmedicine. Honever ifaparal lel ismedewith the inductive degree of corfimation,
then the difference between the formationof k; and t(H/ E) becomes obvious: k; allons
oscillations indefinite bounds, but itdo&rnfdﬁngewhenfixingﬂ\eobjectarea, and
t(H/E) acogptsvalues franthewhole intenval [0, 1. The justapositioncoefficientsare just
three, and the degree of confirmation—continuum. Inorder todefine the degree of
confirmation ininductive inference, formulla (3) isoffered:

2
(©) t(H/ E):pZ 2EMK,
i=1 j=0

where {E" } areall the evidences known in connectionwithH, k; e{ k, k , k} andthe
valuek; aredetermined depending on that, towhichone of thesets{E?}, {E“}or {E@},
E"belongs.

! In connectionwirth the investigations presented there remains the problem that in
order toobtainaval id hypothesis it is not necessary to satisfy equattiont(H/E)=1.

Really, inordertoconfirmH, it isnecessary toconfirmall thedefiningevidencesfor

Hfrom {E®?} and onlly some of the evidences fron{E@} and {E®}. Inotherwords, when
forming t(H/ E) using formula (3),, and ift(H/ E)=1, the hypothesis isoverconfirmed
whichdoesnot invokesupplemental difficulties.
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5. Concllusion

Sare propertiesof nondeductive inference are presented, that decrease the consistency of
the hypotheses formed. One of the exanples iswhen the knowledge transformation (or the
connections between knowvlledge) fraomone object of research toanother isforbiddensince
theknovledge ischaracteristic for aneofthedbjectsanlly.

Anapproach is suggested for the case discussed based on justapositions of the
available facts. Twomodificationsof its realizationare considered— inference by analogy
and inductive inference.
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06 OIHOM MNOOXOIE K MCIIOJIL30BAHMIO COIIOCTAaBJICHUN
HpI/I HeIleIYKTVMBHOM BBEIBOIIEC

Bramamp C. IZOL(OB, Bacmin C. Crypes

UHCTUTY T MHYOPMALIMOHHEIX TexHoJormit, 1113 Copus

(PeswomMme)

PaCCManMBaeTCFI PoJib COITOCTaBJIEHVI IIPY Pa3JIMYHBIX TUIAaX BEIBOIIA 1O aHaJIOT M
M VMHOYKTMBHOI'O BEIBOA . HpennoerbI IIOCTaHOBKaA M I10OX0O, INprMBOIOAIME K
TIOBBEIIEHMIO JOCTOBEPHOCTHY BEIBOIOVIMEIX TMIIOTES U YIIPOIWEHMIO OIIEPPOBaHMA C
@OpMaJ’H::HbIM alririapaToM B LIeJIOM, M IIOBBIICSHMA 9@)@)6KTMBHOCTM HeIeyKTMBHOI'O
BBIBOIIA .
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