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1. Introduction

The i1dea discussed is o select one altermative fran a set of discrete altermatives that
satisfies 1o the greatest extent the DW”s preferences abaut the values of a given crirte-
ria set in the considered class of problems. This class of problems, belonging to
multicriteria decision analysis (MCDA) problems (V i nc k e [16]) are called prab-
lems for nulticriteria doice with discrete altermatives (MOCP) .

Depending on the ways of deriving and processing the information about DV”s
preferences, asvwell as on the assurption that there really exists (or does not exist)
limited comparabi lity among the altermatives, the methods solving MOCP can be divided
into three groups:

— methods, in which the global preferences of the DM are aggregated through
the synthesis of ane generalized criterion (the multiattribute utility theory methods
[Fishburn[3],KeeneyaxdRaiffa[/], Farquhar [Z] ad the analytical
hierarchy prooeﬁsrremods Saaty[14D;

— methods, in which the DV”s global preferences are aggregated through the
gynthesis of are or several gereralized relations of preferences (the autranking methods
(Roubens[11],Roy[17],BransadMareschal [1]);

— methods, in which the preferences of the DV are iteratively aggregated by
direct or indirect carparison of wo or nore altermatives (Koksal an,Karvan
andZionts[8],MarcotteandSoland][10], Korhonen [6],
Lotfi,StwardadZionts[9]; SunadSteuer[15], Jaszkie-wichad
Slowinski [BD-

For problems with a great nurber of altermatives and a small nurber of criteria,
in which the DV can hardly perceive these altematives as a whole, which makes these
problems comparatively close to multiple objective mathematical programming
problems, the interactive methods have been widely used.

In each of these methods the phases of decision and computation are iteratively
executed. In the computation phases the nondominated set of altematives is reduced



1o a saple of neighbouring o a current or a reference altermative. The prablen in the
development of this phase is 1o use such mathematical tools that do not require a very
precise qualitative information fram the DV about his preferences and the alterations
in them and are characterized with highspeed. In the decision phases the DM esti-
mates whether any of the altermatives in the sarple presented satisfies himand intro-
duces same preferential information which is intended to improve the altematives
gererated in the next camputation phase. It is expected on his side to meke nulticriteria
conparison of the presented altematives fran the current sanple.

In order to decrease the difficulties of the DV, comected wirth the direct evaluation
of the current sanple of altermatives, these altermatives have to be camparable for the
DV. This tension can be further decreased, if the DM is assisted by any formalized
procedure, able to rark the altermatives of the current sarple  of altermatives on the
basis of the local preferences. InJaszkiewich,Slominski [5] theDMis
supported by an approach, in which a local outranking procedure is included
(ELECTRE 4 type) for the defining and ranking of the current sample of altermatives.

In the leaming oriented interactive method suggested the determination of the
current sample of carparable altermatives is done with the help of reference cones.
The altermatives ranking is done by a local outranking procedure (being PROVETEE

1 type).

1. Method description

The prablem for nulticriteria doice with discrete altermatives is defined as follons: A
set 1 of n (31) deteministic altermatives and a set J of k (2) quentitative criteria be
given which define an nxk decision matrix A. The elerent a,; of the matrix A denotes
the evaluation of the altermatives i<l with regoect to the criterion jeJ. The evaluation
of the altermative i<l with respect to all the criiteria in the set J is given by the vector
@, 58, ---,3)- Tneassessrentofall the altemataves inthe set | for the ariterion jeJ
is given by the colum vector (ali, &y 5 --s g,;)- Tre dbjective is to search for anon-
doninated altermative which satisfies mostly the DM with respect to all the criteria
sinultaneously.

The altermative i<l is called non-dominated I there is no other altermative sel
forwhicha, > g, forall jeJada, > g, for at least ore jel.

A nurber of algorithms are known for separation of the dominated altematives
(SunadSteuer [15]). Their conplexity ismeasured by O(ke?). We shall assume
in the rest of the paper that matrix A cormtains only non-dominated altermatives.

A current preferred altemative is a non—-dominated altermative chosen by the
DV at the current iteration. The most preferred altermative is a preferred altermative
that satisfies the DV 1o the greatest degree.

Desired directions of dhange for the criteria at each Iteration are the directions,
along which the DM wishes to change the criteria values of the current preferred
altermative inorder 1o get a better ore.

A current sarple of altematives is a subset of the nondominated altermatives
which includes the preferred altermative and (I-1) nunber of altermatives (I being set
by the DV), which are nearest to the reference altermative acoording to sore kind of
metrics.

A current ranked sample of altematives is a subset of the nondominated
altermatives, dotained from the current sarple of altermatives after the altermatives
ranking with the help of any procedure on the basis of D\”’s local preferences.

In the interactive method here considered, instead of one decision phase, iIn
which the DV chooses from a current sarple of altematives the current preferred
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altermative and gives local information for its improvement, two decision phases are
goplied. Besides this the corputation phase, 1n which the aurrent sanple of altermatives
is determined, is replaced by two computation pheses respectively. In the First decision
phase the DM selects the current preferred altemative and presents his preferences
for the determinatiion of the current sarple of altermatives. These preferences are the
desired directiaons of change of the criteria values. They determine the reference core.
In the first camputation phase a current sarmple of altematives is defined by the
altermatives that belang to this cone and are close to the current preferred altermatinve.
The nunber of altermatives in the current sample of altermatives is set by the DV in
the first decision phase (parareter I). In order to determine the next current preferred
altermative, the DM presents in the second decision phase his local inter—criteria
information- i.e. the local weights of the ariteriaad local intra-criteria information -
the indifference ad the strict preference thresholds for every criterion. On the besis
of this local information a current ranked sarple of altermatives is dotained in the
second computation phase (with the help of a formal procedure of PROMETEE 11
tHype). Tre first altermative in this ranked sample has to correspond best to DW’s local
preferences. In case it corresponds to DW’s glabal preferences also, it could became
the most preferred altermative.

2.1. Defining the current sample of altermatives

The current sarple of altermatives is generated in the First corputation phase of each
iteration. Let h denotes the index of the current preferred altermative. The folloving
denotations are introduced, connected with the current preferred altermative:

L, —the setof indices j € J of the criteria for which the DV wishes to increase
their values (desired changes for the criteria) in conparison with their values in the
aurrent preferred altermative;

E,— the rest of the criteria (E =J\L, );

In the criteria space R the altermatives can be represented as vectors (points) of
this space. Wen the DM sets the desired directions of change of the criteria values
the set M by altematives neighbouring to the current preferred altermative can be
defined iIn space R on the basis of the altematives al location with respect to a convex
ocore with avertex in the current preferred altemative. This core is called a reference
cone. The gererators of the reference cone, denoted by VI(h) are defined on the basis
of the directions desired by the DV for change of the criteriavalues. The reference
ocore V(h) has k generators V... ,\2,... ,\* and may be defined as folloas:

V() ={veR|vP=3 +2> B v, B 20},
ped

where the components vjpcﬁhe generator vP are defined according 1o the relations:
JO'rfj;tp,
VP = lifj=p, jeL,
-1ifj=p, jek -
For every altermative i € | | i+ haoorresponding vector ' | 1 € | is put, whose
conponents are defined as follons:
1lifg >3,
b = {jel‘ 6},
-1 otherwise.

Let the distance d(V(h), 1) between the reference cone V(h) and every altema-
tive 1 e l| hbedefinedas



dv), D=3 | vi-pil /2.
jed

Fram mathematical point of view, d(V(h), 1) shoas the nurber of directions by
which the altermatives iel | izh differ from every altemative belonging to the cone
V(h).- It is covious that these altermatives have a distance equal to zero.

From a view point of the multiple criteria choice problem the total nurber of
directions alang which the altermative with an index il | izh differs from each alter-
native belonging to the reference cone V(h) is not so important as the nunber of
directions, where these o altermatives differ, having in mind the criteria, the values
of which the DMwants to improve. This number is given by the distance d* (V(h), 1),
defired as follons:

d"), D=3 | vi-pil 72.
Je L
On the besis of the distance fuction d*(V(h), 1) asetM is formed. It contairs the
current preferred altermativeh, and 1 —laltermatives belonging to the reference cone
@), 1) =0). Incase their nurber is snaller, altermatives with the least distance
@ (v(h), 1) are added. The sample M, thus obtained is presented to the DM for
estimation in the first decision phase.

2.2. Defining the ranked current sample of altermatives

The current sarple of altermatives, comrises relatively close altermatives, hence it
can be said that they are conparable. Instead of direct conparing of the altematives
in the set M by the DV and selection of a current preferred altemative, it is possible
and recommendeblle to rank the altermatives fran this sst acoording to their significance
with the help of a formal procedure on the basis of the local information for DM”s
- The first altermative of this rarked sst, satisfying 1o the greatest extant the
DV”s local preferences, is probably chosen by him in the next decision phase as the
aurrent prefarred altemative or the most preferred altermative. Natural ly the DV could
select aother altermative fram this setaswell, 1F he considers it really better for him.
In connection with the fact that the altematives from the current sample of
altematives M are relatively close, the most appropriate formal procedure for their
ranking with respect to their importance is the PROVETEE 11 outranking procedure
(BransadMareschal [1])- The ranking in this procedure is done on the basis
of two types of DW’s local preference information. The First type of preference infor-
mation is the so called intra—criteria information. For each ariterionwith an index jeJ,
two types of thresholds are determined— an indifference threshold q; and a strict
preference threshold p.. The indifference threshold q, for the criterion j € Jisthe
difference in the criterion values, which has no conSiderable influence on the DV.
The strict preference threshold p. for the crirterion j is the difference in the criterion
values for two altermatives, which expresses explicitly DW’s local preferences tonards
one of them accepted as better by him. The second type of DM”s local preference
information is the so called inter-criteria information. In PROVETEE 11 outranking
procedure, information conceming the relative inmportance or weights of the criteria is
used only as such type of information. These quantitative weights have to be set di-
rectly by the DV. This outranking procedure, unlike other outranking procedures, as
ELECTRE family procedures, does not require a tabu threshold setting.
A aoparatively sinple procedure called procedure B, defining the criteriaveigits
and ranking the current sanple of altermatives M, is described below on the basis of
the local inter- ad intra-criteria information.



In procedure B the information about the criteria weights can be entered and
obtained in three ways (according to the Conflict Analysis Method (Van Huglenbreck
(199%5)): a) the DM is able to give quantitative weights so that their sum isequal 1o 1;
b) the DM is able to define only the ranking order of criteria relative inmportance. The
expected weights, 1T a uniform distribution is assuned, are given by the formula:

K
w=>@/r)
ST

where r is tre priority level of ranking of tre crirteria j (with r=L1 for the most inportant
and r =k for the least inportant criterion); ¢©) In this case he/she is asked to carpare
the criteria o by two and the weights are derived from the eigenvector of the pairwise
conparison matrix. Two scales are possible: a three point scale (<, “=*, “>*) or a
nine—point scale as in the AHP method of Saaty -

The main steps, included in the procedure, are three:

Step 1. Enridment of the preference structure by introducing the preference
function Pj(il, L,). The preference function P.(i, 1,) represents for the oriterion j the
degree of preference of the altermative ilvviﬁ1 regard to the altermative i,as a fuction
of the difference d; between the values of this criterion for these two altematives,
where:

d =28, -
The fuction P(i,, 1) is defined as follons:
o J 0if d < 4 )
RG. i) = 1(d-d)/(p-q)ifq <d <p,
-1HFd’>q -

Step 2. Enrichment of the dominance relations. A valued outranking relation is
bui It taking into acoount alll the criteria. For each pair of altermatives, beloging to the
current sarple of altematives M, the overall degree of preference of an altermative
over the other one is dotained conputing the multicriteria preference indices and
outranking floss.

The multicriteria preference index n (i, i,) among the altermatives 1, and i, Is
defined as follans:

k

n@@, =X @A/r)

=t
wherew, | j € Jare nomalized criteriavweights. The nulticriteria preference index,
(i, 1) measures how the altermative i, is preferred o altemative 1, taking into acoount
all the criteria. The multicriteria preference indices are conputed for each two

altermatives fran the set M, .

Outranking flons @*( 1) and @ (i) and @ (i) associated with the altermative i,

are carputed as follows:
o Cip)=% n(,, i),
ieM
o(i)=X n(i, i),
ieM

D=0 (Ci)-D ().
The positive outranking flov ®*(i,) expresses how the altermative 1, is outrarking
all the other altematives, belonging to the set M, (the poner of 1,). The negative
outranking flow ®-(i,) expresses how the altermative 1, is outranked by all the other
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altematives belonging to the set M, (the weakness of 1). The outranking net flow
® (i) eqoresses the real poer of the altemative 1

Step 3. Bplortation for decision aid.

Each two altermatives from the set M, can be campared with the help of the
outranking ret flov © (i), using two binary relations only — a strict preference relation
P and an indifference relation I. For each two altermatives 1, 1, €M, ore of the folloving
codrtias is satishied:

LPLIf () >D(L),
Ll if o) =o(L).

On the basis of these two relations, the altematives from the set M, are com-
pletely ranked. This set is denoted by M, The set M, is represented for evaluation to
the DM, suggesting him the first altermative fron the set as the current preferred
altermative. He can make this doice in the first decision phase of the next iteration.

3. The algorithm scheme

The main steps of the algorithm are:

Step 1. Reject all the dominated altematives and define the decision matrix A.
Set iter =1 and ask the DM to choose an initial current preferred altemative, and
assignh its iex.

Step 2. 1T the DMvants 1o store the current preferred altermative h — check if it
has been saved before and in case it has not —add h to LIST —a set of stored
preferred altermatives.

Step 3. Ask the DM 1o define the desired directions for change of the values of
the criteria j € Jand to specify the parareter 1-the nurber of altermatives in the
aurrent sarple of alterratives.

Step 4. Thre sets L, and E, are formed. Defire the set 1” — 1 of the indices 1 € 1 of
the altermative for which there exists at least one index j € L, forvhich g > g, For
each altemative with an index iel” determine the values of the distance function
d"(M(h), 1) and the meximal deterioration t(i, h) of the criteria fron the set E for this
altermative with respect 1o the aurrent preferred altermatinve

d" O, D = T (A-siga; ) /2, iel’,
Je L
t(i,h):rrax(q]j—alj) , el
JeE

Rank the altermatives with indices inthe set 17 in asoending order of the values of
dV),D) | 1 e 1", Ateqalvalues of d"(V(), 1) | 1 € I” for o alterratives, the alterma-
tive with asmaller value of t(i,h) ies anore forefroit place. Incluce all the first
I-1 alterratives in the setM, if 1<| 17| or all thealtermatives fron the set 1° if p] 17].
Take also the current preferred altermatie as the first altermative in the setM, . If the
set M, contains the current preferred altermative only, pass to Step 5, otherwise -

Step 6.
Step 5. Since there does not exist an altemative the value of which coincides for

at least one criterion with the desired direction of change, the DV has to decide
whether to aliter his current preferences or to doose the current preferred altemative



as tre altermative best preferred. In the first case go 1o Step 3, while inthe secord ore
—Stop.

Step 6. Defining with the help of the procedure B the local weights w, | je J
setting directly the quantitative weights by the DM or setting the rank order of the
criteria relative inportance, or carparing the criteria two by two (pairwise conpari-
son). In case the DM does not wartt to change these parareters, the old ones remain.

Step 7. Ask the DM to determine the local indifference and preference thresh-
olds—qj andpj | J€ J- In case the DM does not want to change these parameters, the
old ones remain.

Step 8. Ranking of the current sarple of altermatives M using the procedure B.
The current ranked sanple of altermatives M, is dotained.

Step 9. Shaw the current ranked sanple of altermatives M, to the DV for estima-
tion. If the DM chooses the best—preferred altermative — go to Step 9. In case the DV
wants to continue the search, set iter=iter+l, assign the aurrent preferred altermative
tohand go to Step 2.

Step 10. 1T the DM does not hesitate that it is really the most preferred alterma-
tive, Stop, otherwise he can compare It with the altematives obtained and stored in
LIST. For this purpose a final sarple of altermatives is formed from the altematives
stored in LIST and the last altermative found. With the help of the sinple procedure
B, this sarple is ranked.

Step 11. Show the last ranked sample of altermatives to the DM for estimation
and choase the most preferred altermative. Stop.

Remark 1. Ay altermative can be selected as an initial preferred altemative.
One acoeptable initial preferred alterrative can be found gptimizing one crirterion.

Remark 2. The rejecting of a dominated altermative is done once in the initial
phase of the algorithm (Step 1). A number of algorithms are known (S u n and
Steuer[15]). Their camplexity ismeasured by O(aP).

4_ Conclusion

An interactive leaming oriented method for solving prablens of nultiple criteria doice
with a large number of discrete altermatives and a srall nurber of gquantitative criteria
is propased in the paper. This method decreases considerably the DV’s tension and at
the same time gives hinvher the passibility to control the search process. The method
proposed has several advaritages, some of them being:

—The algorithm enables the DM to realize a convenient and easy understandable
way of setting preferences at each iteration in the form of desired directions for criteria
alteration with respect to a given reference altermative.

—This algorithm has a very good “learming’” inflluence on the DV, since it helps
the t=king into acoount of the arifteria significance, their correlation and the possibil ity
for compensation among them.

—Provides a possibility for evaluation of distributed altermatives, stored in the
prooess of solution.

The method has been included in a software system evaluating the efficiency of
variaous state enterprises during the process of wide privatization in Bulgaria.



References

1.Brans, J., B.Marescha l. The Promethee methods for MCODM: the promcale, Gaia and Bankad viser
sftware. — In: A. Carlos, Bana Costa (eds.) Readings in Multiple Criteria Decision Aid. Springer,
1990, 216-252.
. Farguhar, P. Utility assessment methods. Management science, 30, 1984, 1283-1300.
-Fishburn, P.C. Utility Theory for Decision Meking. New York, Willey, 1970.
-.Hwang, C., Y. Kwangsun. Multiple attribute decision meking. Methods and Applications. —Lecture
Notes and Mathematical Systems.186, Berlin, Springer Verlag,1981.
5.Jaszkiewich,A,R. Slowinski. The LBSDiscrete Interactive Procedure for Multiple Criteria
Analysis of Decision Prablems. — In: Multicriteria Aalysis (J. Climeco, ed.), Berlin, Soringer,1997.
6. Korhonen, P. Avisual reference direction approach to solving discrete multiple criteria problems.
—European Jourmal of Operational Research, 34, 1988, 152-159.
7.Keeney, R., H. Rai ffa. Decisions with Multiple Cbjectives. New York, Wiley, 1976.
8.Koksalan,M.,M.H.Karvan,S. Zionts.. An improved method for solving multiple criteria
problems involving discrete altematives. — In: IEEE Transactions on Systems, Man and Cyberme-
tics, 4, 1984, 24-34.
9.Lotfi,V., T.J. Stwart,T.J.,S. Zionts. Ahagpiration lewel interactive mocel for nultiple criteria
decision making. — Computer & Operation Research, 19, 1992, 671-681.
10. Marcotte, 0., R. Sol and. M interactive branch and bound algoritim for nultiple criteria gotimization.
— Management Science, 32, 1986, 61-75.
11. Roubens, M. Preference relations on actions and criteria in nulticriteria decision meking. — European
Jourmal of Operational Research, 10, 1981, 51-55.
12. RoYy, B. Decision and decision making. — European Jourmal of Operational Research. 45, 1990, 324-331.
13. Roy, B. The outranking approach and foundations of ELECTRE methods. — In: A. Carlos, Bana Costa
(eds.). Readings in Multiple CriteriaDecision Aid. Soringer, 1990, 156-183.
14. Saaty, T. The Analytical Hierarchy Process. New York, Mc Graw Hill, 1980.
15.Sun, M., R-Steuer. InterQuad: An interactive quad free based procedure for solving the discrete
altermative nultiple criteria problem. — European Jourmal of Qperational Research, 89, 1996, 462-
ar2.
16. Vincke, P. Multicriteria Decision Making. New York, Wiley, 1992.

A WN

VHTepaKTUBHEI METOI PelleHMS 3adad MYJIbTUKPUTEPMATILEHOTO
BEIOOpPa C OMCKPETHEMM aJlbTepPHATUBAMA

Kpacrmpa I'eHOBa

UHCTUTYT MHYOPMALMOHHEIX TexXHOoJIormi, 1113 Cogpusa

(PesoMme)

B paboTe nNpenjioxeH MHTEPaKTMBHBII METOX PelleHMs KJlacca 3alad MyJibTu-—
KPUTEPHAJIBHOT'O BEIOOPa C OOJIBUMM W/CJIOM OUCKPETHEIX aJIbTEPHATMB U U MaJbM
UMCJIOM KOJIMUECTBEHEX KpuTepuii. JMiio, HpuHMMaKee pelleHue (JIIIP) , 3amaeT
CBOM MpPennouTeHus B QopMe XxejlaeMblXx HallpaBJIeHUM [IepeMeHbl CTOMHOCTEMN
KPUTEPMEB 10 OTHOMEHMM BEIOPAHHOM OTIIPaBHOM aJlbTepPHaTMBEI.

[Ipy noMmomM IMIOAXOIa OTIPaBHOI'O KOHYyCa HaxoIUTCHA HeOoJbloe
IIOOMHOXECTBO CPABHUTEJIbHO OJIM3KMKX ajlbTEPHATMB. OTO IIOIOMHOXECTBO
PaHKyeTCsa ayTpaHKMpallell NpoLenypol, Ha OCHOBe 3anaHHOM JIIP JIOKaJbHOM
npedepeHUManbHOM MHQOPMALMYM BHYTPEHHO— MIIM MEXIYKPUTEPMasIbHOT'O THUIIA .
Tak MoJjiydeHHOEe MHOXeCTBO IpencTasjdeTcs JIIIP, KOoTopoe BHOMpaeT HauboJee
NPeOlounTaeMy ajlbTE€PHATUBY MJIM BBOIUT CBOM HOBEIE IPENNOYTEeHMA IJIS
yIIyd4lleHs1 BEIOPAHHOM ajlbTePHAaTUBHL.

[IpenJIoOXeHHEM MeTOI I03BoJisgeT JIIIP OLeHATh NOCJelOoBaTeJIbHO U
CHUCTEMaTUUHO MHOXECTBO HEIOMUHUPAHHEIX M CPaBHUTEJIBHO OJIM3KUX aJIbTep—
HaTVB.
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