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Introduction 

Relevance of the study 

Real-time systems are implemented in the control of various processes (such as industrial 

production, automobiles, avionics systems, etc.), where the concept of time is embedded in the 

production process. They are distributed computer systems having all characteristics that allow them 

to process data and exchange information with the outside world. They “communicate” with their 

environment through sensors and actuators and thus they can control real processes. This determines 

their major characteristic – functioning with time constraints imposed by the environment. Because 

of their operation between a controlled process in a real physical environment and their computer 

nature, they are defined as cyber-physical systems. Real-time systems are usually distributed systems 

which means that they are composed of autonomous components communicating through a 

communication channel. They are often implemented in safety-critical applications and must obey 

high dependability requirements considered at their design stage. Dependability is an integral concept 

that defines trust in the capability of a system to deliver a correct service. All these aspects of real-

time systems – to be cyber-physical, distributed, working with time constraints, and fault-tolerant – 

make their design complex and comprehensive. This generates some research issues that over the 

years and with the technological progress have found different solutions. The fault-tolerance 

requirement is a part of the design process. The real-time function defines the dependable distributed 

systems to operate under a global time base and synchronize all operations with the delivery of a 

correct service both in the value and the time domain. Their cyber-physical nature requires the 

fulfillment of various requirements. Often the requirements for fault tolerance and real-time are hard 

to combine and an acceptable trade-off between them is needed. 

Fault tolerance is an irrevocable property of these systems. It is achieved by applying different 

approaches and techniques for error detection and recovery. To a great extent, they rely on the concept 

of redundancy. Redundancy is an element of a system’s structure without which it can perform its 

main functions and which assists the system’s operation in case of change in its working environment 

introduced by faults. Redundancy management is important for fault-tolerant systems because it 

improves their dependability characteristics but at the same time it involves additional elements that 

have their price in terms of system performance and cost. The introduction of structural redundancy 

to improve dependability leads to additional delays for synchronization, failure recovery, inclusion 

and removal of components, etc., which complicates the achievement of real-time requirements. The 

search for a new approach to redundancy management in dependable distributed systems motivates 

this Ph.D. research. 
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Motivation 

The dependability requirement to real-time systems for safety-critical applications and the 

system costs’ increase for redundancy motivated the idea of this research to create an architecture of 

a fault-tolerant distributed real-time system that allows the structural redundancy distribution 

according to the application requirements – called by the author a system with adjustable reliability. 

The main research question is can the fault-tolerant distributed real-time computer systems achieve 

flexibility according to the reliability requirements of the application using the proposed approach of 

adjustable reliability? 

The architecture of a fault-tolerant distributed real-time system with adjustable reliability 

proposed in the thesis is built out of autonomous fault-tolerant components having different 

redundancy according to their criticality. Component criticality is determined by the component 

failure severity for the controlled system. The system under study is modeled using a simulation 

program specifically developed for the research and its dependability characteristics are investigated 

under different parameters. A scientific and application approach is proposed in the thesis called an 

approach of adjustable reliability, that determines a hardware structural redundancy distribution 

following the application requirement for total system reliability. The system and the approach of 

adjustable reliability propose a way to achieve high reliability through the distribution of the system’s 

hardware resources according to the needs of the application. This makes the fault-tolerant distributed 

system with adjustable reliability suitable for implementation in domains with various reliability 

requirements and mixed component criticality, in embedded systems, and less critical applications. 

The approach of adjustable reliability has advantages over some well-known systems in 

achieving higher reliability with the same resources, obtaining high availability, flexibility in the 

system resources distribution at the design stage, and applicability in compact systems. The modeling 

of the proposed system with adjustable reliability and its comparison to the models of similar systems 

shows that there is an opportunity to better distribute the system resources retaining good 

dependability characteristics. 

Scientific attributes of the research 

The object of the research is dependable distributed real-time systems. 

The Ph.D. thesis subject is adjustable reliability in fault-tolerant distributed real-time systems. 

The purpose of this Ph.D. research is to study the dependability characteristics of the 

proposed fault-tolerant distributed real-time system with adjustable reliability, to compare them to 

those of the known similar systems, and based on the results to develop an approach (of adjustable 

reliability) for use in dependable distributed real-time systems. 

Hypothesis 

Dependable distributed systems achieve fault tolerance by implementing various approaches 
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at different levels of their architecture. The leading method of their design is the introduction of 

structural redundancy. There are two main approaches to applying structural redundancy – through 

specialized hardware and software components and by the use of Commercial Off-The-Shelf software 

and hardware components. Both approaches achieve fault tolerance against physical faults via 

hardware component replication and seek flexibility through software component replication. The 

hypothesis advocated by the Ph.D. thesis is that it is possible to achieve high reliability and flexibility 

of the system resources’ distribution through adjustable reliability, realized by hardware structural 

redundancy distribution. 

To prove the hypothesis the following statements are verified: 

1. The fault-tolerant system with adjustable reliability achieves high overall reliability 

comparable with the reliability of systems without structural redundancy distribution. 

2. There are configurations of the system with adjustable reliability that achieve better 

dependability characteristics than those of systems without structural redundancy 

distribution. 

3. It is possible to identify the conditions under which the fault-tolerant system with 

adjustable reliability has better dependability characteristics than the compared systems. 

Methodology of the research 

The Ph.D. thesis applies the basic approaches used in scientific knowledge – analysis, 

synthesis, comparison, and generalization. A survey of the dependable distributed systems is made in 

terms of the structural redundancy distribution and their advantages and disadvantages are outlined. 

Based on this critical analysis, the purpose of this research is set and the leading hypothesis is 

formulated. A conceptual model is proposed for decision-making in dependability incorporation in 

systems. Based on the classification of dependable distributed systems the system development life 

cycle is associated with the design of safety-critical systems. 

Following the investigation of the existing dependable systems an architecture of a fault-

tolerant system with adjustable reliability is proposed. The modeling methods of dependable systems 

are surveyed and a research approach is chosen and justified – the simulation modeling. It is 

implemented by a special software product used to conduct multiple experiments. The obtained 

results are systemized and analyzed and with their aid, an approach of adjustable reliability is 

developed. The approach determines the system configurations with overall reliability conforming to 

the application requirements. 

Main tasks of the research 

1. To make a study, a survey, and a critical analysis of dependable distributed systems. To 

synthesize a classification of the existing dependable distributed systems. To outline the 

research opportunities in structural redundancy distribution. 
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2. To propose a model and an architecture of a fault-tolerant distributed system with 

adjustable reliability that gives a solution to the high-reliability requirements of the 

application. 

3. To define a research method for the study of the proposed model. To develop a tool 

applying the method. To compose a research protocol. 

4. To design and conduct experimental research to test and analyze the dependability 

characteristics of the proposed fault-tolerant system with adjustable reliability using the 

chosen research approach and developed software product. 

Structure of the contents 

The Ph.D. thesis is organized into an introduction, four chapters, a conclusion, a bibliography, 

and two appendices. 

In the Introduction, the theme, the object, and the subject of the Ph.D. thesis are indicated. 

The relevance of the study and the motivation behind this research are briefly described. The purpose 

of the work and the tasks to achieve it are set, as well as the leading hypothesis and the methodology 

to prove it. 

In Chapter 1, the basic concepts associated with dependable distributed real-time systems are 

introduced. The basic methods and techniques to achieve fault tolerance are described. The ways to 

introduce and manage redundancy are considered. A survey and a critical analysis of the known 

dependable distributed systems are presented. A conceptual model of an approach to decision-making 

in providing dependability is derived and a classification of the dependable distributed systems is 

synthesized. The new research opportunities are outlined. 

In Chapter 2, the architecture of the proposed fault-tolerant distributed system with adjustable 

reliability is presented. The modeling methods of dependable distributed systems are also presented, 

along with the model and the assumptions of the fault-tolerant system with adjustable reliability. The 

studied dependability characteristics to assess and compare the system to other similar systems are 

described. The choice of the research approach of simulation modeling is justified. 

In Chapter 3, the research tasks are described and the simulation results for the fault-tolerant 

system with adjustable reliability are presented. The developed software program for the simulation 

of the system with adjustable reliability is introduced. The dependability characteristics of a 

component and the entire system are investigated: reliability, availability, mean time to failure, mean 

time to repair, etc. The developed approach of adjustable reliability is introduced. It allows for the 

selection of the appropriate configuration of the structural redundancy according to the requirements 

of the application for the overall system reliability. 

Chapter 4 constitutes an analysis and discussion of the results. The advantages and the 

possible applications of the proposed fault-tolerant system with adjustable reliability are pointed out. 



 

6 

 

The main scientific and scientific and application results of the Ph.D. thesis are derived. The 

opportunities for further research and implementation of the fault-tolerant system with adjustable 

reliability are outlined. 

The Ph.D. thesis ends with a Conclusion where the obtained results are summarized, followed 

by a Bibliography containing 102 sources. In Appendix A, the mathematical representations of the 

dependability characteristics used in the research are presented. In Appendix B, the source code of the 

simulation program NMRSIM is introduced. 

Chapter 1. Dependable distributed real-time systems 

1.1 Dependability – basic concepts 

The notion of dependability is introduced by Jean-Claude Laprie in the 1980s of the 20th 

century [1], [2] to encompass the different aspects of fault-tolerant systems and to introduce a 

systematic way to use the concepts associated with the protection against failures in the high-

reliability systems. The basic definition of dependability [2,] [3], [4] says that it is “the ability to 

deliver service that can justifiably be trusted.” This definition stresses the justification of trust in the 

service delivered. In [3], a second definition is added that outlines the importance of failure 

avoidance: “Dependability is the ability of a system to avoid service failures that are more frequent 

or more severe than is acceptable.”  

The specific terminological basis used in the Ph.D. thesis is the established and broadly 

applied in the dependability field concepts and definitions [3,] [4], [5], and their Bulgarian 

counterparts [6]. 

The service delivered by a system is its behavior as it is perceived by its user(s) [3]. Correct 

service is delivered when the service implements the system function [3]. 

1.1.1 Threats to dependability: failures, errors, and faults 

The threats to computer systems are the causes that lead to deviation from their correct 

operation. The expression of that deviation at the system level is called service failure [3]. A failure 

is an event occurring when the delivered service deviates from the correct one. The deviation from 

correct service can take different forms called failure modes and they are ordered according to the 

failure severity – the extent of the failure consequences for the system environment. 

Service failure means that at least one (or more) external system state does not conform to the 

state of correct service. This deviation is called an error. The adjudged or hypothesized cause of an 

error is called a fault [3]. The definition of error is part of the overall system state that may lead to its 

subsequent service failure. 
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1.1.2 Dependability attributes and means 

In the seminal paper [3], the basic concepts and definitions associated with dependability are 

presented. They are used in the presented research thesis. Here, only the definitions related to the 

dissertation’s theme are cited. According to the terminology established during the last 30 years, 

dependability is an integral concept that is characterized by the following attributes [3]: 

 Availability: readiness for correct service; 

 Reliability: continuity of correct service; 

 Safety: absence of catastrophic consequences for the user and the environment; 

 Integrity: absence of improper system alterations; 

 Maintainability: the ability to experience modifications and repairs. 

The means to achieve dependability in computer systems are [2], [3] fault prevention, fault 

tolerance, fault removal, and fault forecasting. Fault tolerance encompasses methods and means 

aiming at failure avoidance in the presence of faults. 

The focus of the Ph.D. thesis is on achieving fault tolerance of distributed real-time computer 

systems. 

1.2 Distributed real-time systems 

Distributed systems are built out of components exchanging messages through a 

communication bus (real-time network) and executing a common control algorithm (Figure 1-2). In 

terms of fault tolerance system components have to ensure that the faults do not propagate towards 

other components. A system component is a fault-containment unit [17], [19] if the direct effect of a 

single fault impacts only the operation of a single component [17]. It is assumed that the self-

contained units fail independently. This assumption applies for hardware faults that are subject of the 

presented research. 

The system controls an industrial process called the object under control. The components 

take inputs from the sensors of the object under control, run a control program that calculates some 

results, and output these results to the actuators of the object (Figure 1-2). To fulfill their task, they 

need to communicate with the other components by exchanging data. System components are 

designed to have safe behavior, i.e., a fault should not reach the outputs of a component, nor propagate 

to other parts of the system. 
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Figure 2. Distributed real-time system 

 

Distributed real-time systems operate with finite time intervals dictated by the environment 

and the object under control. Their correct service has to be correct both in the value and time domains 

[17]. This means that the system has to deliver a correct result to the object under control and issue 

that result within the specified time interval. When the real-time system has to deliver a correct service 

within a strict time interval the system is hard real-time [17]. Otherwise, it is a soft real-time system 

[17]. The system often works under both constraints but if there is at least one hard real-time function, 

the system is hard real-time. Another classification of the real-time systems is according to the 

triggering factor that determines the interactions among the system components: event-triggered 

systems (triggered according to the time instant of a substantial event in the system) and time-

triggered systems (triggered according to a time instant in the progress of the physical/real-time) [17]. 

Dependable distributed systems are often hard real-time and are time-triggered. This allows us to 

predict their behavior and to efficiently utilize their resources. That type of distributed system is the 

object of our study. 

To achieve fault-tolerant component behavior in dependable distributed systems, they are 

constructed using replicated modules [17], [21], [22], [23], [24]. A module is the smallest replaceable 

unit in the system. This notion is related to the replication techniques and the method of introducing 

redundancy in the system. The component-level replication can be hardware- or software-

implemented. Additional means for error detection are put in each module [25], [26], [27], [28] called 

self-checking units. The communication bus itself can also be replicated [25], [29], [30], [31]. The 

diversity of replication techniques allows one to choose the most appropriate solutions for a specific 

application. 

1.3 Redundancy management in dependable distributed real-time systems 

Dependable distributed real-time systems are usually deployed in safety-critical applications. 
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One of the major requirements for their operation is to be fault-tolerant. Fault tolerance is achieved 

by using various techniques, most of which are based on redundancy. There are different types of 

redundancy and techniques of its application. 

Introducing redundancy in computer systems as a fault-tolerance method and the replication 

as its technical realization is well-known and studied [23], [24], [33], [34], [35], [36], [37], [38]. 

Although redundancy management is a well-studied and broadly implemented fault-tolerance method 

for many years, the design of new dependable distributed systems, the development of systems of 

systems, and cyber-physical systems [40], [41] imply a new view and a search for new approaches of 

redundancy implementation. It would broaden the opportunities for replication application and would 

help the seeking of optimal and effective solutions compliant with the specific application area. 

1.3.1 System design 

The distributed system development cycle can be presented as an iterative process [44] which 

considers the system from two viewpoints: practical and abstract. The practical view of the system is 

its implementation and the abstract view of the system is its model. These viewpoints of the system 

have to exchange data with each other to achieve a complete system model that can be validated and 

verified. 

The concept to realize an approach to decision-making for providing dependability of a system 

by introducing redundancy is shown in Figure 1-3. A distributed system controls an industrial 

process, i.e. the distributed computing environment. The system is subject to faults that disturb its 

operation and threaten to harm the process under control. The problem with the system’s 

dependability becomes a design issue: how to make the system fault-tolerant. Faults are inevitable 

and unpredictable. Hence, the system should have the resources to deliver its intended service even 

in the presence of faults. Redundancy is one of the strategies to resolve the problem with the needed 

fault tolerance. The engineering issues with redundancy implementation have to be combined with 

the research solutions. In Figure 1-3 they are united under the name dependability assessment. The 

models and their parameters depend on the application (e.g., cyber-physical systems, safety-critical 

systems, automobiles, etc.) and the operational environment, i.e., the distributed computing 

environment. The dependability attributes are determined based on the particular application. The 

results obtained from the models’ investigation are used in the system’s design. The appropriate 

replication technique is identified. 
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Figure 1-3. Conceptual model of an approach to decision-making in providing dependability 

The described general approach gives a view of the dependable systems’ design and assists in 

introducing the fault-tolerance viewpoint. The process of determining a replication technique, shown 

in Figure 1-3, can be used as input data of the scheme of the System Development Life Cycle (SDLC) 

or be built into it thus specifying the dependability requirements. 

1.4 Redundancy in dependable distributed real-time systems 

The definition of redundancy used in the Ph.D. thesis is as follows: 

Redundancy is a functionality or a component of a computer system that adds resources for 

the delivery of its correct service. 

It is a method of implementing fault tolerance in dependable computer systems and is in turn 

realized by replication techniques. Redundancy can be structural, time, or functional [23], [33], [34], 

[37], [38]. 

1.4.1 Replication style of the structural redundancy 

The replication style defines the way the replicated components perform their operation. The 

fault-tolerant components have replicated modules and only one of them, called primary, issues the 

output result. The other replicates are secondary. Depending on the replication style the redundancy 

can be passive or active. Sparing is a passive form of redundancy [23], [33], [35]. The replication is 

a concurrent operation of identical modules that execute the same functions on the same input data 

and compare their results [23], [33], [35], [37], [38]. 

1.4.2 Replication degree of the structural redundancy 

The replication degree determines the number of modules in a component. Depending on the 

importance of a component for the system operation, it can have one or more replicates, or not be 

replicated at all. The replication degree depends on the fault-tolerance requirements as well. 
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In hardware, the replication takes the form of N-modular redundancy (NMR) [23], [34], [35], 

[37], [38]. It is mostly applied as dual and triple modular redundancy. In dual modular redundancy 

(DMR), the two replicas compare their results and, in case of discrepancy, the component does not 

issue any result, remaining fail-silent. Usually, the modules have additional fault-tolerance 

mechanisms, called self-checking units, to decide which module is faulty. In triple modular 

redundancy (TMR), there are three active modules and a voter. The active modules operate 

simultaneously and the voter determines the majority result that is issued to the object under control.  

The replication in software is realized as recovery blocks and N-version programming. In the 

recovery blocks (RB) approach [49], [50], two alternates are produced from a common service 

specification, and an acceptance test decides whether the result is correct. The acceptance test is 

applied sequentially to the results of the alternates. If the results of the primary alternate do not pass 

the acceptance test, the second alternate is executed. The RB approach corresponds to the stand-by 

sparing in hardware. 

In the N-version programming [49], [51], [52], there are N (N≥2) variants of the software that 

are executed simultaneously, and their results are compared. The variants are software routines that 

are written by different programming teams and possibly using different algorithms. This is supposed 

to avoid the common errors that programmers tend to do. The results of the software versions are 

voted upon and the majority result is issued. The hardware equivalent of the NVP is the NMR. 

In N Self-Checking Programming (NSCP) [49], N self-checking software components are 

executed; one of them is considered as acting and the other self-checking components are considered 

as hot spares. Upon failure of the acting component, the operation is switched to a spare self-checking 

component. 

1.4.3 Time redundancy 

Time redundancy requires additional time to be allocated to the task execution [23], [37], [53], 

[54]. It has lower overhead compared to structural redundancy but it may impact the system’s 

performance and should obey the real-time constraints. 

1.4.4 Functional redundancy 

Functional redundancy is implemented in the software. In [33], it is defined as qualifying the 

system’s behavior relative to its inputs/outputs relationships. Functional redundancy is useful in error 

detection. 

1.5 Redundancy implementation 

Dependability in distributed real-time systems for safety-critical applications became a part 

of their design. All parameters and system components that are important for the fault-tolerant system 
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operation are included in the SDLC. A descriptive multi-leyer model for distributed systems’ design 

with structural redundancy is illustrated in Figure 1-4.  

Introducing structural redundancy involves the definition of the critical elements, the 

important system parameters, and the criticality levels. The components of the distributed system 

control different parameters of the object under control with different significance for the fault-

tolerant operation. At the stage of defining the requirements in the SDLC, the controlled parameters 

should be defined and the criticality levels should be outlined. The components controlling the 

important parameters will receive a high criticality level and need to be fault-tolerant.  

 

Figure 1-4. Synthesis of an approach to dependable distributed systems with structural redundancy 

 

At the stage of system design, the replication degree and style should be determined. The 

replication degree defines if single (SMR), dual (DMR), or triple modular redundancy (TMR) 

components will be applied. The replication style chosen determines whether active or passive 

replication will be used. Modules in system components can be evenly distributed, i.e., all 

components can have an equal number of modules, or can use mixed redundancy. The actual building 

stage of the SDLC implements the decided system architecture, e.g., GUARDS [56], [57], versatile 

dependability [47], [48], or DECOS [58], [59], as shown in Figure 1-4. 

1.6 Implementing different replication degrees 

1.6.1 Equal redundancy for all components 

The most straightforward way of applying redundancy is to replicate the active components 

and compare their results. In distributed systems, the nodes can be built out of two or three identical 

modules executing the same task (Figure 1-5). The results of the replicas are compared (as in [25], 

[28], [49], [58]) or voted in the case of TMR (as in [17], [62]). If no discrepancy is shown, the 

presumably correct result is issued to the object under control. In case of a mismatch, the result is not 
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issued and the node is put in a safe state according to the system conventions. 

 

 

Figure 1-5. Dependable distributed real-time system 

The system’s hardware components have equal replication degrees but the software 

components (execution tasks) may have different redundancy. For example, there are three tasks in 

Figure 1-5 – A, B, and C; task A has three replicates, task B has one, and task C has two. The replicates 

may reside on different system components, thus allowing for error isolation. 

1.6.2 Different redundancy for the components 

Some systems use different degrees of replication for their components. In GUARDS [57], 

there are integrity levels and criticality levels. The integrity levels are defined according to the degree 

to which a system component can be trusted – the more trustworthy a component is, the higher its 

integrity level [56]. The degree of trust placed on a component depends on its criticality. Critical 

components are considered those whose failure leads to severe consequences. They have a higher 

integrity level. 

The DEAR-COTS model of replication [28], [66] uses active redundancy of the software 

components and allows for defining the replication degree of specific parts of the real-time 

application accordingly to the reliability of the components and the desired level of reliability for the 

application. The DEAR-COTS architecture is intended for distributed computer-controlled systems 

that operate in real-time and can use both equal and mixed redundancy distribution. 

The DECOS project [58], [59] proposes an integrated distributed architecture to support 

mixed-criticality systems. Mixed-criticality systems consist of distributed application parts with 

different criticality levels on top of the same physical hardware. 

The MEAD system [48] proposes a combination of the conflicting requirements of fault 

tolerance and real-time for dependability implementation in the middleware. MEAD is an 

infrastructure that offers transparent and tuneable fault tolerance in real-time, proactive dependability, 
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system adaptation to crash failure, communication and time faults considering the system resources, 

and scalable and fast fault detection and recovery. The tuneable fault tolerance is achieved by the so-

called approach of versatile dependability [47], [48]. This is an approach to building dependable 

software architectures considering three important aspects – fault tolerance, performance, and 

resources. It provides a set of tools, called “knobs”, for tuning the trade-offs between these aspects. 

Most of the dependable distributed real-time systems follow the architectural style depicted 

in Figure 1-5. They employ equally replicated physical components and mixed redundancy of the 

software components. There are opportunities to develop systems that adapt to particular applications 

using a distribution of the hardware structural redundancy. 

1.7 Conclusions and results 

In Chapter 1, the basic concepts of the research area – dependable distributed real-time 

systems - are presented. Their structure is outlined in terms of dependability and real-time. Structural 

redundancy management is considered through the prism of system design. A conceptual model of 

an approach for decision-making to provide dependability is developed. This model fits into the 

system development life cycle and responds to the requirement to consider dependability as part of 

the system’s specifications. 

A brief survey is made of the known dependable distributed systems in terms of structural 

redundancy management. The two tendencies are to use equal redundancy for all system components 

or the components to have different redundancy. 

The presentation in Chapter 1 reflects the execution of task 1 of the dissertation. 

The achieved scientific and scientific and application results are: 

1. A conceptual model of an approach to decision-making to provide dependability is 

developed. 

2. A synthesis of a classification of dependable distributed systems with structural 

redundancy is proposed.

Chapter 2. Modeling of the fault-tolerant distributed system with 

adjustable reliability 

The architecture of the system with adjustable reliability proposed in the Ph.D. thesis is based 

on the notion of adjustability. 

Adjustability is the property of a dependable distributed real-time system to distribute the 

structural redundancy according to the reliability requirements of the application. 

The fault-tolerant distributed system with adjustable reliability [73], [74], [75], [76] applies 
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different replication degrees to the hardware components (Figure 2-1). 

 

Figure 2-1. The dependable distributed real-time system with adjustable reliability 

The necessity to have components with different replication degrees is related to their 

criticality. Unlike the approaches implementing mixed criticality of the software application parts 

executed over evenly replicated hardware, the reliability adjustment approach proposes a 

component’s redundancy degree to be determined according to its criticality at the design stage and 

the fault-containment components to operate with mixed redundancy. A quantitative assessment of 

the implementation opportunities of dependable distributed systems with the proposed approach is 

made in the Ph.D. thesis and they are compared to the systems without structural redundancy 

distribution. The comparison is conducted using models solved through simulation modeling, and the 

results (presented in Chapter 3 and [76]) show that there are redundancy distributions that achieve 

the total system reliability required by the application. 

The fault-tolerant distributed system with adjustable reliability (Figure 2-1) is built out of 

components whose fault tolerance is guaranteed by replication and self-checking. The components 

can have different degrees of replication depending on their criticality. Each module has a self-

checking unit that detects errors and provides fail silence. The system operates under hard real-time 

constraints. This approach allows for the predictability of the system’s behavior as the execution 

times of the system tasks are guaranteed. By changing the component structural redundancy at the 

design stage a change of systems’ reliability according to the requirements of the application is aimed. 

Hardware faults are modeled and the goal is to achieve hardware reliability. 

2.1 Analysis of the approaches of dependable systems modeling 

Modeling is a commonly used approach to system investigation before the system is designed 

and implemented. This allows for checking different hypotheses and finding the appropriate model 

based on which to seek specific engineering solutions. Modeling allows comparing different variants 

to building a system or parts of a system in a cost-efficient way because the possible engineering 
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realizations are not always quantitatively assessable in complex systems. 

Because of the stochastic nature of faults, the indicators, by which their impact on the 

dependable systems’ operation is assessed, are probabilistic. For this reason, their description uses 

concepts and terms from probability theory and mathematical statistics. 

2.1.1 Modeling methods for dependable systems 

System models can be analyzed and mathematically evaluated through three different 

approaches [77]: simulation, analytical, and hybrid (a combination of simulation and analytical 

methods). Only the basic properties of a system are modeled. In the simulation, the system is 

described in a computer program that imitates its dynamics. In the analytical methods, systems of 

equations determining the system’s dynamics are constructed and solved [77], [78], [79], [80]. The 

advantage of the simulation is that the properties of the studied system can be presented in detail 

without imposing too many constraints on the model. In analytical models, the assumptions are often 

relaxed to solve the system of equations. The accuracy of the simulation is restricted only by the time 

it takes to obtain the final result. The combined application of both approaches is possible but is not 

often used [77]. 

In another classification [81], the models are classified as combinatorial and state-space-based 

models. Combinatorial models include reliability block diagrams [77], [82], [83], [84], event trees 

[81], and fault trees [77], [85], [86]. They are comparatively easy to design and handle and can be 

analyzed with combinatorial methods. Their drawback is the limited modeling power due to the 

assumption of statistically independent events. 

State-space-based models include Markov chains and Petri nets [84], [87]. They represent the 

system’s behavior by reachable states and possible transitions among them. They have greater 

modeling power than the combinatorial models which cannot encompass the characteristics of the 

modeled system. 

The problem with the state-space-based methods is the so-called effect of “explosion” of the 

state space – an exponential increase of the state space with the increase of the number of components. 

This raises the computation cost. In that case, the Petri nets and the Markov chains can be simulated 

[81]. 

2.1.2 Dependability characteristics of the fault-tolerant system with adjustable reliability 

As part of the requirements of the simulation program for modeling the fault-tolerant system 

with adjustable reliability the following characteristics are calculated: reliability R, mean time to 

failure MTTF, mean time to stop MTTS, overall downtime, mean time between failures MTBF, mean 

time between stops MTBS, mean time to repair MTTR, and availability A. 

The most commonly used distribution function in fault-tolerant systems’ modeling is the 
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exponential distribution. It is suitable because of its property of not having a memory of the system 

state. The exponential distribution reflects to a satisfying extent the dependable systems’ dynamics 

and offers a suitable mathematical representation. It is also assumed in the modeling that the fault 

rate is constant [84]. 

Reliability is the probability of the system being operational at time t. Under the assumption 

of exponential distribution of the events in the system, the distribution function becomes [37], [84] 

𝐹(𝑡) = 1 − 𝑒−𝜆𝑡.     (1) 

The distribution density is [37], [84] 

𝑓(𝑡) = 𝜆𝑒−𝜆𝑡.     (2) 

System reliability is expressed as an exponential function [37], [84] 

𝑅(𝑡) = 𝑒−𝜆𝑡 = 1 − 𝐹(𝑡).    (3) 

The Mean Time To Failure MTTF can be computed as the mean value of the time to 

component failure for a given period. It is the mathematical expectation of the time to (first) failure. 

With a constant fault rate MTTF is [37], [84] 

𝑀𝑇𝑇𝐹 =
1

𝜆
.      (4) 

The Mean Time Between Failures MTBF can be calculated as the mean arithmetical time 

between the system failures. MTBF is measured for repairable systems. With exponential distribution 

and a constant fault rate MTBF=1⁄λ. 

The Mean Time To Repair MTTR represents the mean time required to repair failed system 

components. With exponential distribution and a constant fault rate  

MTTR=1/µ.      (5) 

Availability A is measured with the probability of the system being operational at time t 

independently of how many times it has been inoperational during the interval (0,t). For constant fault 

and repair rates the availability can be expressed as follows [37], [84] 

𝐴 =
𝜇

𝜆+µ
=

𝑀𝑇𝐵𝐹

𝑀𝑇𝐵𝐹+𝑀𝑇𝑇𝑅
.    (6) 

The overall downtime is the sum of all periods during which the system has been 

inoperational. The mean downtime is expressed with (П12) (Appendix A). 

The system operates under the following definitions of failure and stop. A system failure 

occurs when more than half of the components fail with an undetected failure or when, in case of 

more than half of the components failed, the majority have failed with an undetected failure. 
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2

N
Nu 

 or 2

N
NN du 

 and du NN 
,   (7) 

where Nu is the number of components with undetected failure and Nd is the number of 

components with detected failure. The system stops when more than half of the components fail with 

detected failure or when, in case of more than half components failed, the majority have failed with 

a detected failure. 

2

N
Nd 

 or 2

N
NN du 

 and ud NN 
.   (8) 

2.2 Assumptions for the system modeling 

The model of the fault-tolerant system with adjustable reliability is based on assumptions 

reflecting its behavior and the fault, failure, and repair modes adopted in the research. 

The distributed system with adjustable reliability [73], [74], [75], [76] is built out of 

components operating in active redundancy. The components have homogeneous modules each of 

which has self-checking tools with coverage C. The replication degree of the components is 

determined by their criticality – the more important the component for the application, the more 

critical it is and its replication degree is higher. Three levels of criticality are considered. The 

components whose failure does not threaten the normal system operation and does not lead to 

catastrophic consequences can rely only upon their self-checking tools and do not have to be 

replicated. Their coverage is С1. The components with bigger criticality for the application but for 

which it is enough only to stop issuing results in case of a failure are DMR components. For them, it 

is possible the failed module to be repaired if its failure is detected by the self-checking unit. The 

DMR components have a coverage factor С2>C1. The most critical system components whose failure 

could have catastrophic consequences for the application are built out of TMR modules and have 

coverage factor С3>С2>C1. 

The fault-tolerant system with adjustable reliability tolerates permanent hardware faults with 

fault rate λp. In DMR and TMR components, a recovery (local repair) after a module failure with a 

repair rate µp is possible. The system can operate with or without repair and the repairable system has 

a repair rate µsys. 

2.3 Model of a system component 

The component of the distributed system with adjustable reliability is built out of 

homogeneous modules Mi (i=1, 2, 3), each of which has its own self-checking unit SCi (Figure 2-2) 

[94]. Depending on their criticality the modules can be with DMR or TMR to achieve bigger 



 

19 

 

reliability at the point of the control loop where the component is allocated. 

 
Figure 2-2. Component of the distributed system with adjustable reliability 

One of the modules is primary and is the only one that issues the result to the object under 

control. All modules run the control program concurrently and calculate the output result (active 

redundancy). The modules that do not issue a result to the object control the primary module and 

participate in the comparison of the results. They can take over the control in case of failure of the 

primary module. 

In the case of a single module, only the self-checking tools can detect an error in the control 

program execution and disable the outputs. If the application requires a stronger defense of the outputs 

and greater fault coverage, additional one or two modules are attached to the single one with their 

self-checking units, thus allowing it to respond to different criticality levels dictated by the application 

of the fault-tolerant distributed system with adjustable reliability. 

2.3.1 Functions of a system component 

A characteristic of the proposed system is the integration of a local self-checking unit in each 

module, the realization of a protocol for distributed voting, and state control. The self-checking unit 

[73] is built in as an additional unit to the module configuration and has controlling and checking 

functions. 

2.3.2 Failure mode 

The component fails when all its modules fail. Thanks to the introduction of self-checking 

units and redundancy not every undetected module failure leads to a component failure. There are 

two states in case of a module failure – stop and failure. 

2.4 System model 

The system operation is represented with a Markov process where each state in the Markov 

chain depicts the system state after a fault according to the number of the operational components N 

and the arcs are the transitions between the states in case of permanent fault occurrence with fault 

rate λp. The coverage factor of the self-checking tools is C. Different operational modes of the system 
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are considered: with and without permanent fault recovery and with and without system repair. 

When the system is without repair, it operates until its resources are exhausted and the impact 

of the coverage factor C on the reliability is unnoticeable (Figure 2-3). 

 

 
Figure 2-3. A Markov model of a system without permanent fault recovery and repair 

 

If the system can perform local repair, C helps extend the component’s life and this impacts 

the system’s reliability. The influence of C increases because only in case of a detected component 

failure the component can be repaired before a system failure. A system repair is performed after the 

system enters a stop state. The operational components continue to function after the repair with the 

same initial characteristics. The fault-tolerant distributed system with adjustable reliability can 

operate with system repair and component recovery from a permanent fault (Figure 2-6). This implies 

the achievement of better dependability characteristics. 

 

  
Figure 2-6. A Markov model of a system with repair and recovery from a permanent fault 

 

All described operational modes in the Markov models (Figure 2-3 - Figure 2-6) are studied 

through the simulation modeling of the system. 

2.5 Conclusions and results 

In Chapter 2, the developed fault-tolerant distributed system with adjustable reliability is 

presented. It offers different replication degrees of the hardware components. The necessity for the 

system to have different replication degrees is related to their criticality which is determined by the 

application requirements. The fault-tolerant system with adjustable reliability is modeled under some 

assumptions for its operation to check this hypothesis. 

The proposed fault-tolerant distributed system with adjustable reliability is modeled based on 

Markov chains and is validated through simulation. The method of simulation modeling is chosen for 

its capability to model systems with many components and a great degree of detail. The models of a 

system component and the entire system are presented. Possibilities are envisioned to model the 

system with adjustable reliability with and without permanent fault recovery, as well as with and 
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without repair. 

The results presented in Chapter 2 fulfill tasks 2 and 3 of the Ph.D. thesis. The obtained 

scientific results are the development of a simulation model of the proposed fault-tolerant distributed 

system with adjustable reliability and the presentation of a new architectural model of a fault-tolerant 

distributed system with adjustable reliability, as the requirements to its components and the system 

as a whole are also defined.

Chapter 3. Study of the fault-tolerant system with adjustable 

reliability 

The fault-tolerant system with adjustable reliability controls an object receiving input data 

from its sensors, executes a control algorithm, and computes output results to issue to the object’s 

actuators. The parameters of the object under control can be of different importance for the correct 

system operation. Hence, the system components are replicated according to their criticality level. 

The adjustment of the system’s reliability through the distribution of the components’ replication 

degree according to the needs of the controlled object can utilize system resources more effectively 

and could improve its reliability. 

The simulation modeling of the system with adjustable reliability studies how the change of 

the structural redundancy influences the overall system reliability. The components with different 

replication degrees have different criticality levels. This determines the coverage factors of their self-

checking tools: С1 for the single components, С2>С1 for the DMR components, and С3>С2>С1 for 

the TMR components. The coverage factors can change depending on the environmental or 

operational conditions within some boundaries. These coverage factors along with the fault rate λp 

determine the components’ behavior in the simulation model of the fault-tolerant system with 

adjustable reliability. The events in the system are related to the change of its state. They are random 

events characterized by the corresponding fault rate: λp, µp, and µsys. It is assumed that a failed 

component can always be recovered after a permanent fault (local repair) and the times to failure are 

normally distributed. 

The following research protocol is developed: 

1. Study of a component 

2. Study of the system 

a. Input data: number of system components N, number of modules in the system M, 

λp, µp, µsys, boundaries of the coverage factors С1, С2, and С3. 

b. Output results: R(t), A, MTTF, MTTR, MTTS, MTBF, MTBS, downtime 

3. Determining the times to failure for the input parameters and all modular redundancy 
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distributions of systems with and without adjustment of the structural redundancy. 

4. Study the impact of different parameters on the dependability characteristics of the fault-

tolerant system with adjustable reliability and systems without structural redundancy 

distribution. 

5. Depending on the results determine the configuration with the highest system reliability. 

3.1 Simulation modeling of the fault-tolerant system with adjustable reliability 

The research method of simulation modeling chosen in Chapter 2 is applied by the 

development of a simulation program. It is designed according to the described research protocol and 

determines the dependability characteristics of the studied system, formulated in § 2.1.2. The program 

simulates fault-tolerant systems with different distributions of the structural redundancy and systems 

without distribution of the structural redundancy, which allows their comparison and analysis. 

3.1.1 The simulation program 

The developed software product NMRSIM for the simulation of the behavior of fault-tolerant 

distributed systems (presented in more detail in Appendix B) determines the properties of the systems 

of consideration and allows the comparison of the proposed system with systems without reliability 

adjustment. The program is written in C++ and its development fulfills the following requirements: 

1. To simulate the system’s behavior in time reflecting the definitions of stop and failure; 

2. To represent the occurrence of a permanent fault as a stochastic process with exponential 

distribution and fault rate λp; 

3. To be able to model systems with and without repair; 

4. To represent the instants of repair as a stochastic process with exponential distribution and 

repair rates µp (local repair) and µsys (system repair); 

5. To model a system with an arbitrary number of modules and components; 

6. To calculate the dependability characteristics, determined in Chapter 2, § 2.1.2; 

7. To model the behavior upon the fault of a component and the entire system; 

8. To distribute the structural redundancy for a given number of components and a given 

number of modules; 

9. To model the coverage factors of the self-checking tools; 

10. To calculate the reliability as a function of time; 

11. To compute the statistical values of the obtained results; 

12. To store the obtained results. 

The software product for simulation modeling of the proposed fault-tolerant system with 

adjustable reliability is based on modeling of the system operation in time and the instants of fault 



 

23 

 

occurrence. The block structure of the simulation program is depicted in Figure 3-2. In the block of 

input data, the following parameters are given: N, M, λp, µp, µsys, C1, C2, C3, and Rtotal. The program 

uses a pseudorandom number generator executing the algorithm presented in [98]. It is used to 

determine the instant of fault occurrence and to generate random values of the coverage factors. For 

given N and M in the block for determining the structural redundancy distributions all possible 

distributions are determined. The block for determining a component fault determines the instants of 

fault occurrence for the respective component. The current fault is determined in the respective block 

after a comparison of the instants of fault in all components. 

 

Figure 3-2. Structure of the simulation program NMRSIM 

Depending on the replication degree in the block for determining the coverage factors the 

coefficients C1, C2, and C3 of the components are given. In the block for determining a component’s 

state, it is determined if the component has failed, if its failure is detected, or if it is on repair. In the 
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block for determining the system’s state, is determined whether the system is in a stop or failure state. 

In the advent of system failure, all accumulated times to failure are recorded and the dependability 

characteristics are calculated. If the system is in a stop state, the iteration continues and the time of 

stop is recorded. 

In the block for calculation of the dependability characteristics, the following parameters are 

determined: R, MTTF, MTTR, MTBF, MTBR, MTTS, MTBS, A, and downtime. To realize the approach 

of adjustable reliability the block for determining the configurations is used. The configurations that 

achieve the given system reliability Rtotal are identified. All obtained data are statistically handled in 

the block for determining the statistical parameters. The results for the dependability characteristics 

of all configurations of the structural redundancy are recorded in files. This is done in the block of 

output results. The relations among the blocks in the simulation program are schematically depicted 

in Figure 3-2. 

The block structure of the program allows its extension and upgrade to model other 

dependable distributed systems. 

3.2 Results of the system simulation 

The fault-tolerant system with adjustable reliability is simulated with the following 

parameters: number of components N=10 and N=20, number of modules M=20 and M=40, 

respectively, permanent fault rate λp=10-3 1/h and λp=10-4 1/h, local repair rate µp=0.1 1/h, system 

repair rate µsys=0.1 1/h, coverage factor boundaries 𝐶1 ∈ [0.8, 0.9), 𝐶2 ∈ [0.9, 0.95), and 𝐶3 ∈

[0.95, 1.0). 

During the study of the different structural redundancy distributions, the following notation is 

used: 

system (i, j, k), 

where i – the number of single components, j – the number of DMR components, and k – the 

number of TMR components. For example, system (3,4,3) for N=10 and M=20 means a system with 

3 single, 4 DMR, and 3 TMR components. 

Structural redundancy distributions are studied that preserve the total number of modules in 

the systems. The hypothesis of this Ph.D. research implies investigation of the opportunities to 

distribute the system hardware resources according to their criticality under specified reliability 

requirements, compliant with the application. As a reference system for comparison the system built 

out solely of DMR components is chosen since it does not distribute the structural redundancy. In that 

case, the number of modules in the system is M=2N. Only the configurations satisfying this condition 

are considered. 
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3.2.1 Study of a component 

The results of the simulation modeling are presented for a component built out of two and 

three modules. The dependability characteristics are obtained for a component with and without local 

repair. The impact of permanent and transient faults is studied. The data are for the following fault 

and repair rates: permanent processor faults λp=10-2 1/h, transient processor faults λt=10-1 1/h, 

processor recovery after a permanent fault µp=0.1 1/h, component repair µc=0.1 1/h. 

For a DMR component, the fault tolerance is achieved by the self-checking units of the two 

modules (with coverage factor C) and by comparison of the results of the modules. The component 

fails when both processors of the modules fail simultaneously and the self-checking units have not 

detected the failure. The component is in a stop state when the comparison indicates a difference but 

the self-checking tools have not detected the failure. 

In Figure 3-3 – Figure 3-10, the dependability characteristics of a DMR component are shown 

as a function of the coverage of the self-checking tools C and the coefficient of recovery after a 

transient fault Сr for a system with local repair. For low and high values of the coverage factor, the 

DMR component has higher reliability and MTTF (Figure 3-3 and Figure 3-4) than for average values 

of that factor. This is due to the influence of the comparison which for low values of C practically 

neutralizes the coverage since in the comparison the component faults are detected with probability 

1. For high values of C, the fault coverage has strong importance for the better dependability 

characteristics of the component. The coverage factor of the self-checking units improves the 

component availability (Figure 3-9). 
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Figure 3-3. Reliability of a DMR component of a system with 

local repair 

 
Figure 3-4. MTTF of a DMR component of a system with local 

repair 

 
Figure 3-8. MTBF of a DMR component of a system with local 

repair 

 
Figure 3-9. Availability of a DMR component of a system with 

local repair 

  

For a TMR component, the fault tolerance is also achieved through the self-checking units 

and the comparison is a majority voting. A failure occurs when more than half of the modules have 

an undetected fault. The component is in a stop state when more than half of the modules are with a 

detected fault. In Figure 3-13 – Figure 3-20, the dependability characteristics of the component are 

shown for a system with local repair. The coverage Сr has little influence on the majority of the 

dependability characteristics of the TMR component (Figure 3-13 - Figure 3-16). It decreases the 

times between failure and the availability of a component (Figure 3-17 - Figure 3-20). 

 

 
Figure 3-13. Reliability of a TMR component for a system 

with local repair 

 
Figure 3-14. MTTF of a TMR component for a system with 

local repair 
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Figure 3-19. MTBF of a TMR component for a system with 

local repair 

 
Figure 3-20. Availability of a TMR component for a system 

with local repair 

The coverage factor of the self-checking unit improves the reliability and the time to failure 

(Figure 3-13 and Figure 3-14), as well as the characteristics related to the component operability 

(Figure 3-19 and Figure 3-20). 

From the conducted study of a DMR and a TMR component of the fault-tolerant distributed 

system, it can be concluded that the addition of self-checking units to each component’s module 

improves the system’s dependability characteristics. 

3.2.2 System with 10 components 

The system can recover after a permanent fault of a component and to be repaired after a 

system failure. Six configurations of structural redundancy are studied. Their reliability for С1=0.88, 

С2=0.94, and С3=0.99 is shown in Figure 3-23. The values of the coverage factors with different 

replication degrees, С1, С2, and С3, are maximal for the study.  

 

 
Figure 3-23. Reliability of system with 10 components for 

С1=0.88, С2=0.94, and С3=0.99 

 

 
Figure 3-24. Reliability of system (3,4,3) for different values 

of С1, С2=0.94 and С3=0.97 
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Figure 3-25. Reliability of system (3,4,3) for different values of 

С2, С1=0.88 and С3=0.97 

 
Figure 3-26. Reliability of system (3,4,3) for different values 

of С3, С1=0.88 and С2=0.94 

Under these conditions, the best reliability has the system (0,10,0) (the light blue curve in 

Figure 3-23). This system represents the known systems that operate only with DMR components, 

i.e., without structural redundancy distribution. The lowest reliability has system (5,0,5) (the green 

curve in Figure 3-23), which is built out only of single and TMR components. Systems (1,8,1) (the 

orange curve in Figure 3-23) and (2,6,2) (the gray curve in Figure 3-23) have close reliability values. 

System (3,4,3) (the yellow curve in Figure 3-23) has close reliability to that of systems (1,8,1) and 

(2,6,2). The systems (3,4,3), (2,6,2), and (0,10,0) are worth considering since they have comparatively 

high reliability. 

The reliability of the system (3,4,3) is studied to trace the influence of the components’ 

coverage factors (Figure 3-24 - Figure 3-26). The coverage factor of the single components С1 does 

not influence the reliability of the system (3,4,3) – the reliability curves for the three values of С1 

coincide (Figure 3-24). 

System (2,6,2) is more strongly influenced by the increase of the coverage factor С2 (Figure 

3-28) than by the increase of С3 (Figure 3-27). This is explained by the bigger number of DMR 

components compared to the number of TMR components. The results for С3=0.95 (the blue curve 

in Figure 3-28) and С3=0.97 (the orange curve in Figure 3-28) are almost identical. Only the greatest 

value of С3=0.99 leads to an improvement in the system reliability (the gray curve in Figure 3-28). 

On the other hand, the increase in the coverage factor С2 leads to a significant improvement in 

reliability (Figure 3-27). 
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Figure 3-27. Reliability of system (2,6,2) for different 

values of С2, for С1=0.88 and С3=0.97 

 
Figure 3-28. Reliability of system (2,6,2) for different 

values of С3, for С1=0.88 and С2=0.94 

In Figure 3-29 and Figure 3-30, a comparison is made of the reliability of systems (3,4,3), 

(2,6,2), and (0,10,0) for С1=0.88 and С2=0.94, while the coverage С3 is different (С3=0.97 in Figure 

3-29 and С3=0.99 in Figure 3-30). The best reliability has the system built out solely of DMR 

components (0,10,0). The system (3,4,3) has the lowest reliability which improves as C3 increases 

(Figure 3-30, C3=0.99). The system (2,6,2) shows average reliability. It can be concluded that the 

systems with a prevailing number of DMR components, (2,6,2) and (0,10,0), achieve better system 

reliability. 

 
Figure 3-29. Reliability of systems (3,4,3), (2,6,2) and 

(0,10,0) for С1=0.88, С2=0.94 and С3=0.97 

 
Figure 3-30. Reliability of systems (3,4,3), (2,6,2) and 

(0,10,0) for С1=0.88, С2=0.94 and С3=0.99 

When comparing systems with different structural redundancy distributions for smaller 

coverage С2=0.9 (С1=0.88 and С3=0.97) (Figure 3-31) the ordering of the systems by reliability 

changes. The highest reliability has system (3,4,3) (the yellow curve in Figure 3-31), followed by 

systems (1,8,1) (the orange curve in Figure 3-31) and (0,10,0) (the light blue curve in Figure 3-31) 

which have equal reliability, and systems (4,2,4) (the dark blue curve in Figure 3-31) and (5,0,5) 

which has the smallest reliability (the green curve in Figure 3-31). 

In Figure 3-32, the reliability of all system configurations with 10 components is depicted 

when the component coverage factors vary within the defined intervals in § 3.2. These results are 

studied in more detail in § 3.3. 
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Figure 3-31. Comparison of the reliability of systems with 

different structural redundancy for С1=0.88, С2=0.9, and 

С3=0.97 

 
Figure 3-32. Comparison of the reliability of systems with 

different structural redundancy for 𝐶1 ∈ [0.8, 0.9), 𝐶2 ∈
[0.9, 0.95) and 𝐶3 ∈ [0.95, 1.0) 

 

It is seen from Figure 3-32 that the best reliability has the system without reliability 

adjustment, (0,10,0) (the light blue curve), followed by systems (1,8,1) (the orange curve) and (2,6,2) 

(the gray curve). Close but lower reliability has system (3,4,3) (the yellow curve). These results are 

similar to the reliability of the systems in Figure 3-23 but differ from the results in Figure 3-31. 

The simulation modeling of the fault-tolerant system with adjustable reliability with 10 

components shows that the system has good dependability characteristics. It is seen from the results 

that there are structural redundancy distributions that improve the system’s reliability under certain 

conditions. 

3.2.3 System with 20 components 

The fault-tolerant system with adjustable reliability with 20 components and 40 modules is 

simulated for the same parameters as the system with 10 components (§ 3.2.2). Eleven distributions 

of the module redundancy are studied. The influence of the permanent faults is investigated for two 

different fault rates to study different working environment conditions. The assumption is that the 

systems that operate in more unfavorable conditions are subject to more faults, which is represented 

in the model with a bigger permanent fault rate λp=10-3 1/h. The smaller fault rate λp=10-4 1/h models 

environments where the faults occur more rarely but the system has to be able to tolerate them. 

The system with reliability adjustment has different redundancy distributions of the 

components. Their reliability, Rd, as a function of time is shown in Figure 3-33, where the permanent 

fault rate is λp=10-4 1/h.  
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Figure 3-33. Reliability of systems with different structural 

redundancy distributions, λp=10-4 1/h, µp=µsys=0.1 1/h 

 
Figure 3-34. Reliability of systems with different numbers 

of TMR components, λp=10-4 1/h, µp=µsys=0.1 1/h 

 

The systems with a comparatively small number of single and TMR components demonstrate 

high reliability (systems (3,14,3) in yellow and (2,16,2) in gray in Figure 3-33). It cannot be stated 

however that this is a trend. The system consisting solely of single and TMR components (system 

(10,0,10) in dark blue in Figure 3-33) has close reliability. 

To show the influence of the TMR components, the reliability of systems (1,18,1), (5,10,5), 

and (10,0,10) is depicted in Figure 3-34. The introduction of more single and TMR components in 

the system (system (10,0,10) in dark blue in Figure 3-34) improves the reliability and extends the 

period during which the system maintains high reliability. The functioning with fewer single and 

TMR components (system (1,18,1) in orange in Figure 3-34) however does not deteriorate 

significantly the system’s reliability. System (5,10,5), which has the lowest reliability of the three 

systems in Figure 3-34, still has good reliability compared to the other systems, as can be seen in 

Figure 3-33. 

It cannot be drawn clear dependence between the structural redundancy distribution and the 

reliability (Figure 3-33 and Figure 3-34). The redundancy distribution impacts the system’s 

reliability and some distributions are more favorable for the system than others are. The choice of 

system configuration depending on the application requirements can lead to system reliability and 

availability improvement. 

The fault-tolerant system with adjustable reliability is simulated for a bigger permanent fault 

rate to study whether the redundancy distribution influences differently its reliability (Figure 3-35). 

Compared to the reliability of systems for λp=10-4 1/h (Figure 3-33) the reliability for λp=10-3 1/h is 

similar and the studied systems are ordered in the same way according to their reliability (Figure 3-

35). 
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Figure 3-35. Reliability of systems with different structural redundancy distribution, λp=10-3 1/h, µp=µsys=0.1 

1/h 

3.3 An approach of adjustable reliability 

Safety-critical applications require very high reliability to deliver the dependable service that 

they are intended for. The desired system reliability is defined at the design stage and the other 

dependability characteristics are compliant with this requirement. The study of the fault-tolerant 

system with adjustable reliability is extended to allow deeper investigation of its behavior and to 

propose opportunities for achieving high desired reliability. In the presented dissertation, this 

reliability is called total reliability and is denoted as Rtotal. Based on the research presented in § 3.2.2 

and § 3.2.3 and [75], [76], an approach of adjustable reliability is developed for determining the 

systems that achieve Rtotal. 

Rtotal is defined during the process of system design when the specifications of the system are 

identified according to the application requirements. At the design stage, are defined: the fault and 

failure modes, the coverage factors of the self-checking units, MTTF, MTTR, etc. The rates λp, µp, 

µsys, the mission time, and Rtotal are also defined. For a given Rtotal all possible module redundancy 

distributions are determined and investigated – system (i, j, k) for N components and M modules. The 

systems (i, j, k), i.e., the system’s configurations, are simulated, as described in § 3.1, and the 

diagrams of their reliability as a function of time are obtained. The reliability of each configuration 

Rd is compared to Rtotal. Then the systems satisfying the condition Rd(t)≥Rtotal are determined. The 

period of high reliability is also determined for every system. 

The results for the systems described in § 3.2.2 and § 3.2.3 are shown in Figure 3-36 for 

Rtotal=0.9999 and systems with N=20. All studied structural redundancy distributions achieve Rtotal 

but maintain this reliability for different periods. The results of the simulation show the relation 

between the total reliability and the structural redundancy distribution and illustrate the approach of 

adjustable reliability. 

The system (3,4,3) has the biggest reliability (the yellow curve in Figure 3-36), followed by 

the system (10,0,10) (the dark blue curve in Figure 3-36) and system (1,18,1) (the orange curve in 

Figure 3-36). The system built out of DMR components, system (0,20,0), has the lowest reliability 
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(the red curve in Figure 3-36). The component redundancy distribution impacts the system’s 

reliability (Figure 3-33, Figure 3-35, and Figure 3-36). The overall reliability is higher for some 

structural redundancy distributions, e.g. system (3,14,3) (the yellow curve in Figure 3-36), system 

(1,18,1) (the orange curve), and system (10,0,10) (the dark blue curve), and is lower for others, such 

as system (7,6,7) (the brown curve in Figure 3-36), system (5,10,5) (the light green curve), and system 

(6,8,6) (the light blue curve in Figure 3-36). 

 
Figure 3-36. Achieving reliability Rtotal=0.9999, λp=10-4 1/h, µp=µsys=0.1 1/h 

 

Cannot be derived a clear relation between the redundancy distribution and the system 

reliability. If the number of components with coverage factor С3 (i.e. with TMR) is bigger than the 

number of the components with coverage factor С2 (i.e. with DMR), this does not necessarily mean 

that the system reliability will increase. The introduction of single components, on the other hand, 

does not lead to a significant decrease in the system’s reliability. In some cases, e.g. system (10,0,10) 

(the dark blue curve in Figure 3-36), the reliability is bigger than in systems with fewer single 

components, such as system (6,8,6) (the light blue curve in Figure 3-36). 

Table 3-3 shows the periods during which the reliability Rd of each system with adjustable 

reliability exceeds Rtotal=0.9999, starting with the system with the longest period. The system (3,14,3) 

maintains its reliability above Rtotal for the longest period compared to the other systems. The system 

(0,20,0) without adjustable reliability has a comparatively shorter period of reliability over 

Rtotal=0.9999. 

Table 3-3. Operational periods of systems (i, j, k) with reliability Rd≥Rtotal=0.9999, λp=10-4 1/h, µp=µsys=0.1 

1/h, N=20 

System Rd≥Rtotal Time [h] 

(3,14,3) 0.999902 32300 

(9,2,9) 0.999904 29800 

(10,0,10) 0.999922 29800 

(1,18,1) 0.999905 28900 

(2,16,2) 0.999909 28900 

(4,12,4) 0.999902 27500 

(6,8,6) 0.999907 25100 

(0,20,0) 0.9999 24000 
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System Rd≥Rtotal Time [h] 
(8,4,8) 0.999912 23400 

(5,10,5) 0.999902 23400 

(7,6,7) 0.999903 20100 

 

In the simulation of the systems for λp=10-3 1/h (Figure 3-37), the order of the reliability 

diagrams of the different system configurations is approximately the same as for fault rate λp=10-4 

1/h (Figure 3-36). Again, the highest reliability shows the system (3,14,3) (the yellow curve in Figure 

3-37), and the lowest reliability – system (7,6,7) (the brown curve in Figure 3-37). The system 

without adjustable reliability (0,20,0) (the red curve in Figure 3-37) shows average reliability. 

 
Figure 3-37. Achieving reliability Rtotal=0.999, λp=10-3 1/h, µp=µsys=0.1 1/h 

The operational periods of the configurations with reliability Rtotal≥0.999 for λp=10-3 1/h are 

shown in Table 3-4. As can be seen in the diagrams in Figure 3-37, system (3,14,3) maintains the 

desired reliability Rtotal for the longest period, and the shortest period is for the system (7,6,7). The 

system (0,20,0) without adjustable reliability has a relatively shorter period of maintaining Rtotal 

compared to the majority of the systems. 

Table 3-4. Operational periods of systems (i, j, k) with reliability Rd≥Rtotal=0.999, λp=10-3 1/h, µp=µsys=0.1 

1/h, N=20 

System Rd≥Rtotal Time [h] 

(3,14,3) 0.999242 3300 

(1,18,1) 0.9991 3100 

(2,16,2) 0.99908 3100 

(9,2,9) 0.999357 2900 

(10,0,10) 0.999295 2900 

(4,12,4) 0.999098 2700 

(0,20,0) 0.99914 2500 

(6,8,6) 0.999004 2300 

(5,10,5) 0.999022 2200 

(8,4,8) 0.999212 2200 

(7,6,7) 0.999035 2000 

 

The simulation results show that the distribution of the system resources depending on their 

importance for the application can give an advantage to the system reliability. For example, a modern 

0,99

0,991

0,992

0,993

0,994

0,995

0,996

0,997

0,998

0,999

1

(0,20,0)

(1,18,1)

(3,14,3)

(4,12,4)

(5,10,5)

(6,8,6)

(7,6,7)

(8,4,8)

(10,0,10)

Rtotal



 

35 

 

car is equipped with real-time distributed systems that control different blocks, such as the engine, 

suspension, gearbox, doors, seats, etc. These blocks in turn are subsystems consisting of other 

modules that operate together on the execution of a specific task. Such a subsystem can use the 

approach of adjustable reliability to achieve the reliability dictated by the application. Determining 

Rtotal and knowing the number of subsystem components and their dependability characteristics, the 

structural redundancy distributions can be derived and simulated to compare their reliability. This 

way the structural distribution with the highest reliability can be further investigated and developed 

considering the specifics of the designed subsystem. 

The presented results of the simulation modeling (§ 3.2) show that there are structural 

redundancy distributions where the system with adjustable reliability achieves higher reliability Rtotal 

and maintains it for a longer period compared to the system without reliability adjustment (Figure 3-

36 and Table 3-3, Figure 3-37 and Table 3-4). The conditions under which this happens are hard to 

establish since there is not a clear dependence between the system reliability and the redundancy 

distribution. That is why in the Ph.D. thesis an approach of adjustable reliability is proposed through 

which to determine the structural redundancy distributions that satisfy the requirement of system 

reliability of the application.  

The approach of adjustable reliability can be described with the following actions: 

1. Determining Rtotal, 

2. Determining the parameters describing the environment – fault rates, 

3. Determining the system requirements – mean time to failure, mean time to repair, 

availability, mean downtime, possibilities for local and system repair, and the respective 

repair rates, 

4. Determining the important control parameters and the critical components, 

5. Determining the criticality levels, 

6. Determining the system configurations with adjustable reliability that is equal to or greater 

than the total reliability Rtotal, 

7. Checking which of the possible configurations fits in the best way into the application 

requirements, 

8. In case no appropriate configuration is found, the input specifications are changed and the 

procedure is repeated. 

The described actions are illustrated in Figure 3-38. 
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Figure 3-38. Description of the approach of adjustable reliability 

If more of the possible system configurations with adjustable reliability fulfill the requirement 

of system reliability under the identified specifications, the appropriate configuration for the 

application can be chosen according to additional criteria, such as the number of single, DMR, or 

TMR components, desired criticality levels, the highest total reliability, the longest operational period 

with high total reliability, etc. If none of the configurations of the system with adjustable reliability 

satisfies the requirement of Rtotal of the application, it is necessary to reconsider the system 

specifications, including the requirement for total reliability. 

3.4 Conclusions and results 

In Chapter 3, the simulation program developed according to the requirements formulated in 

§ 3.1.1 is presented. The main structure and the block scheme of the program are described. 

A component of the fault-tolerant system with adjustable reliability is studied depending on 

the coverage factor of the self-checking unit C and the coverage factor of recovery from a transient 

fault Cr. Components with dual and triple modular redundancy are simulated operating with and 
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without local repair. The impact of C and Cr is evaluated concerning component reliability, 

availability, MTTF, MTTS, MTBF, MTBS, and the mean downtime. 

According to the research protocol, multiple experiments are conducted for systems with 

different numbers of components (N=10 and N=20), different permanent fault rates λp, and different 

values of the coverage factors С1, С2, and С3. Data are obtained for R(t), A, MTTF, MTTR, MTTS, 

and downtime. The possible structural redundancy distributions are determined for N and M. The 

impact of the number of components, the coverage factors, and the fault rate on the dependability 

characteristics of the fault-tolerant system with adjustable reliability and on systems without 

structural redundancy distribution is studied. The system configurations satisfying the requirement 

for total reliability are identified. 

An approach of adjustable reliability developed by the author is presented and is used to 

determine which redundancy distributions of the components satisfy the desired overall system 

reliability. Based on the application requirements the approach finds out the system configurations 

that can achieve the total reliability. 

The conclusion can be drawn that it is possible to achieve high reliability through structural 

redundancy distribution and in some cases it exceeds the reliability of systems without redundancy 

distribution. The configurations that achieve the total reliability can be identified through the 

approach of adjustable reliability. 

The obtained results are of scientific and application nature. The scientific and application 

results are the development of a simulation program to model dependable distributed systems and the 

formulation of an approach of adjustable reliability. The application results are related to the 

conducted experiments with the simulation program aiming at studying the dependability 

characteristics of the fault-tolerant distributed system with adjustable reliability. 

Through the results presented in Chapter 3 tasks 3 and 4 of the Ph.D. thesis are fulfilled. 

 

Chapter 4. Discussion and analysis of the results 

Dependable distributed systems which are the object of the Ph.D. thesis are developed for 

safety-critical applications. They are built with specialized or Commercial Off-The-Shelf (COTS) 

components and both approaches have their advantages and disadvantages. The specialized 

components reflect more adequately the specifics of the application, allow for the achievement of 

high reliability using methods and techniques compliant with the specific operational environment 

and context of the system, and are well-verified and validated. This, however, requires time and effort 

which have their price. Such systems are designed and implemented for longer periods which, on the 
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one hand, makes them too hard to adapt to changes in the system’s operational environment, and, on 

the other hand, makes their final realization more expensive. 

The implementation of COTS components shortens the period between the design and 

implementation of the distributed system and lowers the costs. This approach has the drawback to 

introduce additional risks to the system’s dependability. The COTS components do not give any 

guarantees for fulfillment of the dependability requirements. Methods and means are sought to 

compensate for their low reliability. 

The analysis of the dependable distributed systems in terms of the structural redundancy, 

presented in Chapter 1, shows that the basic approaches to achieving more flexibility concerning the 

application requirements are the change of the software structural redundancy (for a static hardware 

structural redundancy distribution) and the introduction of criticality levels. 

The fault-tolerant distributed system with adjustable reliability proposes and studies an 

approach to possess the flexibility of the dependable systems with COTS components, to consider 

the criticality levels of the systems with mixed-criticality, to allow for adjustment of the dependability 

characteristics, and in the same time to respond to the high-reliability requirements. All enumerated 

system types realize their fault tolerance through structural redundancy. They apply a uniformly 

distributed hardware redundancy of the components and a software structural redundancy distribution 

compliant with the application. The proposed system with adjustable reliability introduces flexibility 

through hardware structural redundancy distribution. 

When developing the idea of a fault-tolerant distributed system with reliability adjustment we 

considered the conceptual model of an approach to decision-making for dependability and the 

classification of dependable distributed systems according to their ability to determine the structural 

redundancy depending on the application. The proposed system is built out of fault-tolerant 

components with different replication degrees which allows for the study of the dependability 

characteristics of different configurations of the structural redundancy. The component fault tolerance 

is determined by the incorporation of a self-checking unit in each module and means for comparison 

of its results. The presented Markov chains of the fault-tolerant distributed system with adjustable 

reliability model the system’s behavior according to the possibility of component recovery and system 

repair. These models are the basis of the simulation program by which the experiments in the 

dissertation are conducted. The selected research approach of simulation modeling offers the 

opportunity to represent the system’s behavior concerning the faults and failures and to investigate 

its dependability characteristics, defined in Chapter 2, § 2.1.2. The simulation allows the modeling 

of systems with multiple components and states and the introduction of various parameters to study 

their impact on the system’s reliability. 

The results of the simulation modeling of the fault-tolerant system with adjustable reliability 
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presented in Chapter 3 show that the system under investigation has good dependability 

characteristics. An analysis of the results is carried out to check whether the research hypothesis is 

confirmed, namely, can high system reliability and flexibility be achieved through the reliability 

adjustment according to the application requirements. 

During the simulation of a system component, components with dual and triple modular 

redundancy are considered. We have studied the impact of the coverage factor of the self-checking 

unit and the coverage factor of the transient fault recovery. The results for the reliability, availability, 

MTTF, MTTR, MTTS, MTBF, MTBS, and downtime show that the inclusion of self-checking units in 

each module of a component improves significantly the system’s dependability characteristics, 

especially when it operates without local repair. 

The simulation modeling of the fault-tolerant distributed system with reliability adjustment 

for 10 components does not outline a clear dependency between the system reliability and the 

structural redundancy distribution. On the one hand, the system without adjustable reliability (0,10,0) 

shows the highest reliability. On the other hand, for a lower coverage C2 some configurations of the 

structural redundancy have bigger or close reliability. The impact of С1 on reliability is insignificant. 

The coverage factors С2 and С3 improve significantly the overall system reliability which is logical 

given their bigger values.  

In the fault-tolerant distributed system with adjustable reliability for 20 components, the 

biggest reliability is achieved by the system (3,14,3). The lowest reliability has the system (7,6,7). 

The configurations with a small number of single and TMR components, such as (1,8,1), (2,16,2), 

and (3,14,3), have comparatively high reliability. The increase of the number of TMR components 

can improve the reliability but this is not valid in all cases. 

The experiments for a higher fault rate λp=10-3 1/h show that some systems with adjustable 

reliability are more suitable for operation in such conditions. The systems (1,18,1) and (2,16,2) have 

the second-best reliability, while for fault rate λp=10-4 1/h, they have lower reliability. The system 

without adjustable reliability (0,20,0) also works better for a high fault rate. This behavior of the 

studied systems implies flexibility in the selection of an appropriate system for a specific application. 

The systems with the highest overall reliability also have the longest operational periods. This 

is a measure of their availability. If this property is of importance for the application, it should be 

considered in the choice of a configuration with adjustable reliability. 

During the conducted simulation experiments for N=10 and N=20 the different configurations 

of the system with adjustable reliability do not show a consistent behavior. Their reliability is 

influenced by the number of components, the permanent fault rate, and the coverage factors of the 

self-checking units. For some configurations, the overall reliability is greater than the one of the 

systems without adjustable reliability, for others it is not. To determine the appropriate configuration 
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of the fault-tolerant distributed system with adjustable reliability according to the application 

requirements, an approach of adjustable reliability is developed. It consists of a sequence of actions 

for the selection of the structural redundancy distribution depending on the requirement for total 

system reliability. The approach determines all system configurations that achieve the desired 

reliability and presents an opportunity to choose the one that satisfies the determined system 

specifications best. 

After the experiments with the simulation program, the following conclusions can be made. 

The configurations with adjustable reliability achieve high system reliability, comparable to and in 

some cases better than the one of the system without structural redundancy distribution. The approach 

of adjustable reliability determines the system configurations that satisfy the requirement for overall 

reliability best. This gives flexibility in the fault-tolerant distributed systems’ design to choose a 

structural redundancy distribution that is most suitable for the needs of a specific realization. 

These conclusions confirm the hypothesis of the Ph.D. research that it is possible to achieve 

flexibility and high reliability of the fault-tolerant distributed systems through the distribution of the 

hardware structural redundancy according to the application requirements. 

4.1 Conclusions and results 

The results presented in the Ph.D. thesis are discussed and analyzed and based on the analysis 

they are grouped as follows: 

Scientific results: 

1. A new architectural model of a fault-tolerant distributed system with adjustable reliability 

is presented and the requirements for its components and the system as a whole are 

defined; 

2. A simulation model of the proposed fault-tolerant system with adjustable reliability is 

developed; 

3. A synthesis of a classification and a classification of dependable distributed systems with 

structural redundancy is proposed. 

Scientific and application results: 

1. A conceptual model of an approach for decision-making in providing dependability is 

developed; 

2. An approach of adjustable reliability is formulated; 

3. A simulation program implementing the method of simulation modeling of dependable 

distributed systems is developed. 

Application results: 
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1. The developed simulation program can be used for modeling and studying the 

dependability characteristics of other fault-tolerant systems as well. The impact of 

transient hardware faults can also be investigated using the program. 

The obtained results in the Ph.D. thesis demonstrate that the defined tasks are fulfilled. 

The implementation results confirm the statements supporting the research hypothesis of the 

Ph.D. thesis: It is possible to achieve high reliability and flexibility of the system resources 

distribution through adjustable reliability implemented by the distribution of the hardware structural 

redundancy. This is confirmed by the following results: 

1. The presented fault-tolerant distributed system with adjustable reliability achieves high 

overall reliability comparable to the reliability of systems without structural redundancy 

distribution. 

2. The fault-tolerant distributed system with adjustable reliability has configurations of the 

structural redundancy distribution that possess better dependability characteristics than the 

ones of systems without structural redundancy distribution. 

3. The approach of adjustable reliability allows for determining the structural redundancy 

distributions that satisfy the requirement for the overall reliability of the application. 

 

Conclusion and future work 

In the Ph.D. thesis, the dependability characteristics of a fault-tolerant distributed system with 

adjustable reliability are studied. The system is proposed as an opportunity to achieve flexibility in 

the design of dependable distributed systems. In the survey of dependable distributed real-time 

systems, two main directions of building such systems are outlined – using specialized components 

and using commercial-off-the-shelf components. Both system types achieve fault tolerance through 

various approaches to introducing redundancy. Structural, time, and functional redundancy are 

applied. Structural redundancy adds hardware and software elements to the system architecture. It is 

often realized as equally replicated hardware components that execute differently replicated software 

tasks. 

A conceptual model of an approach for decision-making is developed and a classification of 

dependable distributed systems is synthesized based on the system development model. 

The author proposed an architecture and a model of a fault-tolerant distributed real-time 

system, called a system with adjustable reliability. It suggests an adjustment of the hardware structural 

redundancy to achieve overall reliability according to the application requirements. The system is 

studied through the method of simulation modeling. 
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A software product for simulation modeling of fault-tolerant systems is designed and 

developed. It implements the developed model of the system with adjustable reliability. As a result of 

its execution, the reliability function is obtained, as well as data for the dependability characteristics 

of the system. The simulation product is written in C++ and it can be used to investigate fault-tolerant 

systems with and without structural redundancy distribution. 

The results of the conducted experiments show good overall reliability of the system with 

adjustable reliability. There are structural redundancy distributions that show higher system reliability 

than that of the system with uniform redundancy distribution. For some configurations a stochastic 

ordering is observed, i.e., the curves of reliability do not cross each other which means that the choice 

of an architectural solution does not depend on the respective values of the coverage factors. There 

are instances where the different architectural solutions are indistinguishable and others where no 

stochastic ordering is seen. This renders the choice of a specific engineering solution not obvious and 

dependent on the deeper knowledge of the coverage values. The differences in the reliability function 

of the studied configurations show that during the system design tools should be used to obtain a 

quantitative assessment of the variants for structural redundancy distribution to choose the most 

appropriate solution for the application. 

This motivated the author to develop an approach, called the approach of adjustable reliability, 

which determines the structural redundancy distributions that achieve the reliability required by the 

application. 

The results obtained during the modeling of the fault-tolerant distributed system with 

adjustable reliability show that the system has advantages concerning the structural redundancy 

distribution according to the application requirements and they can be used in dependable distributed 

systems’ design. The adjustable reliability is appropriate to use in systems with mixed criticality of 

the components, in compact systems where multiple nodes are allocated in limited space, in systems 

with high-reliability requirements that allow for the operation with COTS components, etc. The 

software product for simulation modeling of fault-tolerant systems with structural redundancy 

distribution can be used to model other dependable distributed systems by adding blocks describing 

their characteristics. 

Directions for future work 

The fault-tolerant system with adjustable reliability can be studied for different applications, 

requiring criticality levels, high reliability, and structural redundancy distribution. The approach of 

adjustable reliability can be improved to include the consideration of other application requirements 

for dependable distributed systems. The model of the fault-tolerant distributed system with adjustable 

reliability can be extended to modeling software reliability and studying the effect of software faults 

on the system fault tolerance. The approach and the model of adjustable reliability can be applied to 
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specific systems.  

The simulation program can be improved by accelerating its execution using techniques for 

parallel processing. It can be extended with more blocks allowing the investigation of other factors’ 

impact on the dependability characteristics of a system. The software product can be further 

developed to study different types of distributed systems.
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Main scientific and scientific and application results 

Scientific results: 

1. A new architectural model of a fault-tolerant distributed system with adjustable reliability is 

proposed.  

2. A simulation model of a fault-tolerant distributed system with adjustable reliability is 

developed. 
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3. A classification of dependable distributed systems according to their ability to determine the 

structural redundancy depending on the application is synthesized. 

 

Scientific and application results: 

4. A critical analysis of dependable distributed systems is made based on which a conceptual 

model of an approach for decision-making in providing dependability is developed. 

5. The main directions to manage structural redundancy in dependable distributed systems are 

identified and some research opportunities are outlined.  

6. A software product for simulation modeling of the studied system is designed and developed. 

7. Following a comparative analysis of the fault-tolerant system with adjustable reliability and 

systems without structural redundancy distribution an approach of adjustable reliability is 

developed and applied. 

 

Application results: 

8. The developed simulation program can be used for modeling and studying the dependability 

characteristics of other fault-tolerant systems. The impact of transient hardware faults can also 

be investigated using the program. 

 


