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PREFACE

This book is intended for a wide readership including engineers, applied

mathematicians, graduate students seeking a comprehensive view of the main

results on the estimation of the solutions of four algebraic equations, namely,

the continuous- and the discrete-time Lyapunov and Riccati equations. The

Lyapunov and Riccati equations arise in many different perspectives, such as:

control and system theory, identification, root clustering, differential

equations, boundary value problems, power systems control, signal

processing, communications, electrical circuits, robust stability, singular

systems, decentralized control, linear optimal control and filtering problems,

linear dynamic games with quadratic performance index, economic modeling,

etc. Due to broad applications, both equations and their numerous

modifications remain subjects of active research work.

Many numerical algorithms have been developed for solving the Lyapunov

equation (Bartels-Stewart, Hammarling, Hessenberg-Schur methods, etc.) and

the Riccati equation (Newton’s method, the sign-function method, methods

based on eigenvalue computations and their variants, iterative refinement

technique, etc.).

Contemporary technology gives rise to some major questions. Much research

work has been devoted to the construction of numerically robust algorithms.

These methods are characterized by significant memory and computational

complexity regardless of the structure of the state matrix. Therefore, the

majority of numerical algorithms in linear control theory is restricted to

systems of a moderate order. However, a significant number of applications

lead to large-scale dynamical models. By no doubt, the direct solution of the

Lyapunov, and, especially, of the Riccati equation may turn out to be



impractical, since the computational burden increases with the system’s

dimension. Also, it can be time-consuming, computationally difficult and

inaccurate. In other applications, such as stability analysis, it is even not

necessary to obtain the exact solution, since some estimates for it are sufficient.

The solution bounds can be used to solve various control problems, such as

stability analysis of linear perturbed systems and/or systems with pure time

delays, robust root clustering, determination of the estimation size error for

multiplicative systems, etc. Solution estimates have been used to study robust

stability and performance analysis for uncertain stochastic systems, and the

estimation of a solution bound based Schur stability margin for real

polynomials. The direct computation of the exact solution for the Lyapunov

and the Riccati equations may be either impossible, impractical, or, not

necessarily required, in some cases. In other cases, estimates can be used as

approximations or initial guesses in numerical algorithms.

The book is organized as follows. A summary of proposed since the 1970s

various scalar and matrix, lower and upper solution bounds for the considered

algebraic equations is presented in Chapter I. The bounds are analyzed with

respect to the specific requirements for their validity. The main conclusion is

that the available solution estimates are dependable on some rather

conservative conditions, e.g., negative definiteness of the symmetric part of

the coefficient matrix A for the continuous-time Lyapunov equation, or,

maximal singular value of A less than one for the discrete-time Lyapunov

equation. Due to this, upper solution bounds for these equations are

inapplicable for a large set of stable matrices for which unique positive (semi)-

definite solutions for the above mentioned equations exist. Although due to

different reasons, the same refers to the Riccati equations.



The advancement made so far in the estimation problem is a topic of this

Chapter. Different approaches are presented, discussed and compared, when

possible, in order to demonstrate the efficiency and the shortcomings of a

particular method. Up to my best knowledge such a detailed summary of all

important bounds proposed during the 40 years old history of this research

problem is made for the first time.

Motivated by the conservatism in solution estimation, the author suggests a

new, alternative way to extend the sets of coefficient matrices for which

various lower and upper bounds are valid under less restrictive conditions.

The main contributions can be briefly formulated as follows.

1. It has been proved that such extensions can be achieved by taking into

account the singular value decomposition of the coefficient matrix for both

the continuous-time (Chapter 2) and the discrete-time (Chapter 3) equations.

Following this approach various bounds for the extremal eigenvalues, the

trace and the solution have been proposed. It is important to say that the

respective bounds are valid under relaxed validity constraints. In other words,

the available validity sets are extended and generalized by newly defined sets

for the continuous- and the discrete-time Lyapunov equation.

2. The author shows how the singular value decomposition approach can be

applied to estimate the solutions of the continuous- and the discrete-time

Riccati equations. The elimination of some widely used, but not realistic

assumptions regarding the state weighting matrix and the control matrix is

important.

3.  Much attention is paid to the improvement of solution bounds. It is shown

how available lower and upper, scalar and matrix bounds can be used to derive

new tighter estimates.



4. Unconditional upper bounds for the solutions of all equations are proposed

for the first time. Their validity is guaranteed whenever a positive (semi)-

definite solution for the respective equation exists.

The bounds proposed in this book are illustrated by eleven numerical

examples, including four real data cases in Chapter 4. Namely, these are state

space models of an industrial reactor, gas absorber, distillation column and

fighter aircraft. The results are analyzed and compared with previously

suggested bounds with respect to tightness and validity measured by several

error indicators. The obtained results clearly show the superiority of the newly

suggested estimates in these cases. Also, the effectiveness of the procedures

of iterative improvement is illustrated. The computed bounds coincide with

the exact solution in some cases.

The book provides quick and easy references for the solution of different

related with solution estimation engineering and mathematical problems.

Because both the mathematical development and the applications are

considered, it can be useful for solving problems and for research purposes,

as well.

Academician Ivan Popchev



NOTATION

pR set of real p x 1 vectors

m,rR set of real m x r matrices; mmm, RR 

M > N the symmetric matrix M – N is positive definite

NM  the symmetric matrix M – N is positive semi-definite

][ ijmM  matrix M with entries ijm

TM transpose of matrix M
*M conjugate transpose of matrix M

1M inverse of the nonsingular matrix M
21M square root of a positive (semi)- definite matrix M ; 221 )(MM 

I identity matrix when the dimension is implicit in the context

rI r x r identity matrix

0 zero matrix when the dimension is implicit in the context

rm,0 m x r zero matrix block; mmm 00 , 

SM symmetric part of matrix M; )(
2
1 MMM T

S 

}{ iimdiag diagonal matrix with entries iim

tr(M) trace of matrix M

det(M) determinant of matrix M

rankM rank of matrix M

)(Mi i-th eigenvalue of matrix M;

)(Mi i-th singular value of matrix M

The eigenvalues, if real, of an m x m matrix M and the singular values of a

p x r matrix N are assumed to be ordered as follows:

),min(),(...)()(),(...)()( 2121 rpsNNNMMM sm  





CHAPTER ONE

SOLUTION ESTIMATES: REASONS, HISTORY, PROBLEMS

1.1 INTRODUCTORY REMARKS

The Lyapunov and Riccati equations have been widely used in various fields of modern

control and systems theory due to both practical and theoretical reasons.

The Lyapunov equation is named after the Russian mathematician, mechanician and

physicist Alexander Lyapunov (1857-1918), who in 1892, in his doctoral dissertation

introduced the famous stability theory of linear and nonlinear systems. According to his

definition of stability, so called, stability in sense of Lyapunov, one can check the stability

of a system by finding out some scalar function (Lyapunov function) and studying the sign

definiteness of its total time derivative along the system’s motion. Unfortunately, there is

no general procedure for finding a Lyapunov function for nonlinear systems, but for linear

time-invariant systems, the procedure comes down to the problem of solving a special type

of equation, called the Lyapunov equation.

The Lyapunov equation arises in many different perspectives such as:

- control and system theory,

- system identification,

- root clustering,

- linear algebra, optimization, differential, partial differential equations,

- boundary value problems,

- mechanical engineering, power systems control, signal processing,

- large space flexible structures, communications, electrical circuits, etc.,

and therefore, its solution is of great interest [34].



Since linear systems are mathematically very convenient and give fairly good

approximations for nonlinear ones, mathematicians and especially engineers often base

their analysis on linearized models. Therefore, the solution of the Lyapunov equation gives

insight into the behavior of dynamical systems.

The Lyapunov equation is encountered not only in studying the stability, but also in other

fields. The quadratic performance index of a linear system is given in terms of the solution

of the Lyapunov equation. For stochastic linear systems driven by white noise, the solution

of the Lyapunov equation represents the variance of the state vector. Many other control

and system theory problems are based on the Lyapunov and/or Lyapunov-like equations,

such as: concepts of controllability, observability gramians and estimation design [19],

balancing transformation [97], stability robustness to parameter variations [109], [141],

reduced order modeling and control [15], [51], [116], power systems [43], filtering with

singular measurement noise [43], [44], large space flexible structures [8], etc. The

Lyapunov and Lyapunov-like equations also appear in differential games [113], singular

systems [90], signal processing [2], [5], [92], differential equations [29], boundary value

problems in partial differential equations [69], interpolation problems for rational matrix

functions [89]. Another situation when the Lyapunov equation arises is in the design of

decentralized control systems. Current research in large scale systems and decentralized

control is being directed toward physical systems that, although of large dimension, have

sparse system matrices with particular structural forms. Examples of such research are the

decentralized control of a freeway traffic corridor, large scale interconnected power

systems and the various applications of the concepts of decentralized overlapping control,

connective stability and vector Lyapunov functions [129].

Due to broad applications, the Lyapunov equation has been a subject of very active research

for the past 60 years. Although the Lyapunov theory has been introduced at the end of the

19-th century, it was not recognized for its vast applications until the 1960s. Since then, it

became a major part in control, and systems theory, and other various scientific fields.

Around 1965, some researchers like MacFarlane, Barnett and Storey, Chen and Shieh, and

Lancaster presented solutions to the Lyapunov equation. In 1970s when growing use of

digital computers became part of almost every scientific field, the need for efficient

numerical methods was felt. This resulted in celebrated algorithms for numerical solution



of the continuous-time algebraic Lyapunov equation (CALE). The classical numerical

solution methods for the Lyapunov are the Bartels-Stewart method [10], the Hammarling

method [45] and the Hessenberg-Schur method [42]. Extensions of these methods for the

generalized Lyapunov equation are presented in [21], [35], [36], [110]. They are based on

the preliminary reduction of the matrix (pencil) to the Schur form [41] or the Hessenberg-

Schur form [42], calculation of the solution of a reduced form and back transformation. An

alternative approach to solve the Lyapunov equation is the sign-function method [12], [75].

Comparison of it to the Bartels-Stewart and Hammarling methods with respect to accuracy

and computational cost can be found in [12].

Digital technology in industry also spelled out the need for the solution of the Lyapunov

equation for discrete-time systems, called the discrete-time algebraic Lyapunov equation

(DALE), which slightly differs from the CALE.

Probably one of the most important results in modern systems theory, both in terms of

potential practical and theoretical applications, is the solution of the infinite time least

squares problem for stationary linear dynamical systems. It indeed gives a systematic

procedure for computing constant feedback control gains for multiple-input systems based

on a performance index which admits a simple interpretation in terms of the control effort

and the error. There are two main areas in control theory where infinite time least squares

minimization problems have been developed. On the one hand there is the standard

regulator problem of optimal control theory, and on the other hand, there are the Lyapunov

functions which lead, via the so-called Kalman-Yakubovich-Popov Lemma, to the circle

criterion and the Popov stability criterion for feedback systems. Although the least squares

minimization problem with linear differential constraints has roots going to the very

beginnings of calculus of variations, its revival and introduction in control theory may be

safely credited to Kalman [53]. In this sense, one should also mention [105], where the

least squares technique as a systematic basis for the design of stationary feedback control

systems was put forward, the papers by Kalman [54],[55], Popov [114], and the works of

Anderson [3] and Anderson and Moore [4], as well.

It is well known that the Riccati equation plays a crucial role in the solution of the optimal

control problem under consideration. Willems writes in [137]: “One often gets the

impression that this equation in fact constitutes the bottleneck of linear systems theory”. It



is named after the nobleman count Jacopo Riccati (1676-1754), born in the Republic of

Venice.

The Riccati matrix equation appears, as a consequence of variational problems to be solved,

in many fields of applied mathematics, engineering and economic sciences. The Riccati

equations belong to the simplest but the most important class of nonlinear equations. Due

to its widespread relevance in control and dynamic optimization, the matrix Riccati

equation has drawn attention within the mathematical and control theoretic literature.

Research in this large field has been considerably stimulated by classical subjects such as

[1]:

- linear optimal control and filtering problems with quadratic performance index,

- linear dynamic game and network theory with quadratic performance index,

- stochastic realization theory for linear systems,

- decoupling of linear systems of differential and difference equations,

- spectral factorization of operators,

- singular perturbation theory,

- boundary value problems for systems of ordinary differential equations,

- economic modeling for linear-quadratic control problems, etc.

Although the connections with robustness analysis and dissipation theory for dynamical

systems reach back to the 1960s and 1970s, the more recently emerging areas, such as

- control, have stirred renewed interest in general Riccati equations and their relation with

linear matrix inequalities (LMI). The Riccati equation has been extensively studied in [17],

[70], [71], [95], [115], [138].

Many numerical algorithms have been developed for solving the Riccati equations and this

is still a subject of active research, where also new aspects are coming into account like the

treatment of large dimensional or singular systems and the algorithms for parallel

computers. Detailed surveys containing extensive lists of references on numerical methods

for the Riccati equations are given in [18] and [96]. The Newton’s method, the sign-

function method, methods based on eigenvalue computations and their variants which

exploit the Hamiltonian and sympletic structure of the related eigenvalue problem as well

as an iterative refinement technique are discussed in [40].

H



The Riccati equation can be algebraic, as well as differential or difference equation. As in

the case with the Lyapunov equation, the algebraic Riccati equation can appear in

continuous-time, or in discrete-time form, usually abbreviated CARE and DARE,

respectively.

In numerical problems it is very important to study the sensitivity of the solution to

perturbations in the output data and to bound errors in the computed solution. There are

several papers concerned with perturbation theory and the backward error bounds for

CALE, e.g. see [46], [47], [132] and the references therein. Sensitivity analysis for the

generalized Lyapunov and Riccati equations has been presented in [48], [67].

1.2 WHY ESTIMATES?

Complex contemporary technology and its various applications lead to some important and

not easy to answer questions. In the last 2-3 decades, much research has addressed the

construction of numerically robust algorithms that arise in context with linear systems.

Such problems are, e.g., optimal control, robust control, system identification, game theory,

model reduction and filtering. However, these methods generally have at least a memory

complexity and computational complexity regardless whether or not the n x

n system matrix A is sparse or otherwise structured. Therefore, the majority of numerical

algorithms in linear control theory is restricted to systems of a moderate order. Of course,

the upper limit for this order depends on the problem to be solved as well as on the

particular computing environment and may vary between few hundred and few thousands

[14]. The most popular approaches with cubic complexity are surveyed in [13], [24], [96],

[112], [130]. An extensive study of the computational complexity results in systems and

control theory can be found in [16]. It provides a tutorial introduction to some key concepts

from the theory, highlighting their relevance to systems and control theory and surveys the

recent research activity in these fields.

However, a significant number of applications lead to dynamical systems of larger order.

Large-scale systems may arise from the semidiscretization of (possibly) linearized partial

differential equations by means of finite differences or finite elements [9], [52], [76].

)2O(n )3O(n



Another sources for such systems are circuit design and simulation [32], [33], or large

space mechanical structures [38], [107] and the application of the Kalman filter to the

problem of assimilating atmospheric data [22]. With some simplifying assumptions the

error covariance of the estimate of the state of the atmosphere satisfies the DALE, which

has two distinguishing properties. The system comes from the discretization of a three

dimensional continuum problem, the dimension of the matrices is large, typically of order

and the direct treatment of the DALE is impossible [133]. In principle one can

obtain the solution of the CALE by using the skew-symmetric matrix approach and solving

a system of linear algebraic equations [128], or by transforming the system

matrix into some canonical forms like the Jordan form [93], or companion form[131].

However such approaches require large memory and computer processing time of the order

of , where is the time for one multiplication or division. This is a very large number

for large n and becomes impractical even for moderate n > 10. The important algorithms

of Bartels and Stewart, Golub and Hammarling require memory locations and

multiplications. By no doubt, the direct solution of the Lyapunov and, especially, of

the Riccati equations may turn out to be impractical even in cases when the respective

solution can be found numerically, since the computational burden increases with the

systems dimension [30], it can be time-consuming and computationally difficult [25]. One

of the numerical algorithms for the solution of the CARE is a Schur-type method, which is

described in detail in [7], [78], [108]. This method is very reliable and is used in

and MATLAB. But the number of operations required for the

solution is estimated by more than [59], [60], which takes considerable time when n

is high even though powerful computational environment may be used.

In other applications, such as stability analysis, it is even not necessary to know the exact

solution because an estimate for it is sufficient. Also, if the parameters of the system are

uncertain it is not possible to obtain the exact solution for robust stability analysis and

knowing some bounds on the solution can be useful. Furthermore, the solution bounds can

be applied to solve many control problems such as stability analysis of linear perturbed

systems and/or systems with pure delays [86], [136], robust root clustering [85], [142],

determination of the size of the estimation error for multiplicative systems [68] and so on.

610n
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Solution estimates have been used to study robust stability and performance analysis for

uncertain stochastic systems in [31] and a solution bound based Schur stability margin for

real polynomials has been estimated in [100]. Therefore, computing the exact solution of

the Lyapunov and/or of the Riccati equations may be either impossible, or impractical, or

even not necessarily required, in some practical cases.

Finally, proper estimates can be very useful even when exact solutions are computable and

necessarily required, since they may be used as approximations of the solution or initial

guesses in the numerical algorithms for the exact solution [74].

The significance of these equations as important and powerful tools used in various fields

of systems and control theory and the role they play in the solution of many practical

problems is clear.  The above mentioned difficulties arising in some specific applications,

explain completely why the estimation problem for the algebraic Lyapunov and Riccati

equations has attracted such a considerable attention in the past five decades and still

remains a field of active research.

1.3 LYAPUNOV AND RICCATI ALGEBRAIC EQUATIONS

1.3.1 THE CONTINUOUS-TIME CASE

According to Lyapunov’s theory, the stability of dynamical systems can be determined in

terms of the so called Lyapunov functions. This can be done for systems both in

continuous- and discrete-time domains. Consider a continuous-time system:

(1.1)

where is the state vector and is the state matrix. The following stability

definitions are well known.

Definition 1.1 The system (1.1) is asymptotically stable if all eigenvalues of the state

matrix lie in the open left half of the complex plane.

The celebrated Lyapunov stability theorem is formulated as follows (e.g. see [57]).

Theorem 1.1 An equilibrium point of a time-invariant system is asymptotically stable if

there exists a continuously differentiable scalar function v(x) such that along the system

trajectories the following set of inequalities is satisfied:

0)0(),()( xxtAxtx 

nR)(tx nRA



It is easy to show that for a linear system (1.1), a Lyapunov function can be chosen as a

quadratic one, i.e., , which with use of (1.1) leads to

Lyapunov showed that the function w(x) can be a priori chosen as quadratic form, i.e.,

, which results in

Now, the original stability problem is reduced to solving the so called CALE

(1.2)

The condition for existence of a unique solution states that if , denotes the

i-th eigenvalue of A, then , i.e., no two eigenvalues of A add

up to zero [50]. This condition is obviously satisfied if A is asymptotically stable in the

continuous-time domain.

The Lyapunov stability theory for linear continuous-time invariant systems is formulated

as follows [19].

Theorem 1.2 The system (1.1) is asymptotically stable if and only if for any positive

definite matrix Q a unique positive definite solution P of the CALE (1.2) exists. In addition,

if , then (1.1) is asymptotically stable system if and only if (C, A) is an

observable pair and the CALE has a unique positive definite solution.

If the solution P is a positive definite matrix, the function is said to be a

Lyapunov function for the system (1.1).

The unique positive (semi)-definite solution of the CALE is given by

and the system performance is usually measured with respect to the criterion
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Since the solution of the vector differential equality (1.1) is , then

(1.3)

This admits to evaluate easily the system performance for arbitrarily given positive (semi)-

definite right-hand side matrix in (1.2) and initial state vector.

Consider a continuous-time invariant control system

(1.4)

y(t) = Cx(t)

where and are the state, control and output vectors,

respectively, and are given matrices. Consider the quadratic

performance index

(1.5)

where R is a positive definite control weighting matrix. If (A, B) and (C, A) are stabilizable

and detectable pairs, respectively, then (C, A, B) is said to be a regular triple. It is desired

to determine a control law u(t) = - Kx(t), which minimizes (1.5) and stabilizes the close-

loop state matrix .

Theorem 1.3 [67] Let (C, A, B) be a regular triple. The control law that minimizes the

performance index (1.5) for every initial state vector is realized as a state feedback

, where P is the unique positive semi-definite solution of the CARE

(1.6)

In this case, the close loop state matrix is asymptotically stable and

= (1.7)

In addition, if (C, A) is a completely observable pair, then the solution P of the CARE is a

strictly positive definite matrix.

At the same time the CARE may have other solutions, which necessarily are not positive

(semi)-definite and not stabilizing, including nonsymmetric ones, as well.

1.3.2. THE DISCRETE-TIME CASE
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Consider a discrete-time system:

(1.8)

where is the state vector and is the state matrix. The following stability

definition is well known.

Definition 1.2 The system (1.8) is asymptotically stable if all eigenvalues of the state

matrix lie inside the unit circle.

Dual to Theorems 1.1 and 1.2 can be stated for the stability of the linear discrete-time

system (1.8). Consider a quadratic Lyapunov function v(k), which for the system stability

must satisfy [106]

,

where, as in the continuous-time case, the function w(k), can be a priori chosen as a

quadratic form, i.e., . In this case,

,

or,

which obviously converts the stability problem into the solution problem for the DALE

(1.9)

The condition for existence of a unique solution for (1.9) states that if ,

denotes the i-th eigenvalue of A, then , i.e., no two eigenvalues

of A have product equal to one [34]. This condition is obviously satisfied if A is

asymptotically stable in the discrete-time domain.

The Lyapunov stability theory for linear discrete-time systems is formulated as follows.

Theorem 1.4 The system (1.8) is asymptotically stable if and only if for any positive

definite matrix Q a unique positive definite solution P of the DALE (1.9) exists. In addition,

if , then (1.8) is asymptotically stable system if and only if (C, A) is an

observable pair and the DALE has an unique positive definite solution.
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If the solution P is a positive definite matrix, the function is said to be

a Lyapunov function for the system (1.1). The unique positive (semi)-definite solution of

the DALE is given by

(1.10)

and the system performance is usually measured with respect to the criterion

Since the solution of the vector differential equality (1.1) is , then

(1.11)

This admits to evaluate easily the system performance in the discrete-time case for arbitrary

positive (semi)-definite right-hand side matrix in (1.9) and initial state vector.

Consider a discrete-time invariant control system

(1.12)

y(k) = Cx(k)

where and are the state, control and output vectors,

respectively, and are given matrices. Consider the quadratic

performance index

(1.13)

where R is a positive definite control weighting matrix. Let (C, A, B) be a regular triple. It

is desired to determine a control law u(k) = - Kx(k), which minimizes (1.13) and stabilizes

the close-loop state matrix .

Theorem 1.5 [67] Let (C, A, B) be a regular triple. The control law that minimizes the

performance index (1.13) for every initial state vector is realized as a state feedback

, where P is the unique positive semi-definite solution of

the DARE

(1.14)
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In this case, the close loop state matrix is asymptotically

stable and

= (1.15)

In addition, if (C, A) is a completely observable pair, then the solution P of the DARE is a

strictly positive definite matrix.

From now on, it is assumed that the considered algebraic equations have unique positive

(semi)-definite solutions.

Theorems 1.2 and 1.4 state the necessary and sufficient conditions for stability of the linear

time-invariant systems (1.1) and (1.8), respectively, in terms of the CALE and the DALE

solution matrices, which allow to determine Lyapunov functions for them, as well. Stability

of any of these systems is equivalent to stability of the respective state matrices. A more

general formulation of the stability problem is given by the following well known results.

Theorem 1.6. A matrix A is stable in the continuous-time sense if and only if there exists

a positive definite matrix P, such that . If and A is a stable

matrix, then P is a positive (semi)-definite matrix.

Theorem 1.7. A matrix A is stable in the discrete-time sense if and only if there exists a

positive definite matrix P, such that . If and A is a stable matrix,

then P is a positive (semi)-definite matrix.

Definition 1.3. If matrix P satisfies the assumptions of Theorem 1.6, or Theorem 1.7, it is

said to be a Lyapunov matrix for A.

1.4 SUMMARY OF BOUNDS

Many bounds for the positive (semi)-definite solutions of the algebraic Lyapunov equations

(1.2), (1.9) and the Riccati equations (1.6), (1.14) have been reported since the first results

were obtained about fifty years ago. All bounds reported during the first two decades were

summarized in [74], [101]. Since then, research in this area has brought out many new

results.

Depending on their type, the bounds can be matrix or scalar, lower or upper. As a measure

of the “size” of the solution, the following scalar estimates are proposed: for the
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eigenvalues (including extremal eigenvalues), the trace and the determinant. The maximal

eigenvalue apparently means the respective solution gain. The i-th eigenvalue provides

important finer information about the solution. In view of the relations, the determinant

and the trace give the geometric and the arithmetic mean eigenvalue. Of all these

measurements, the matrix estimates are the most general and the most valuable, since they

can be used to obtain all other ones.

During the first two decades (1974-1994) the following important estimates for the

extremal eigenvalues, the trace and the solution have been derived. Note, that some of the

bounds are valid only under specific assumptions, which are explicitly specified and will

be commented later on.

Remark 1.1 It is usually assumed that R = I for the CARE and the DARE. In fact, this is

not a restriction at all, since R is a positive definite matrix, exists and the equations

(1.6) and (1.14) can be equivalently rewritten as follows:

where . Without any loss of generality, in what follows, the control weighting

matrix is assumed to be identity.

Solution bounds for CALE (1.2):

[127] (1.16)

; if Q > 0 [139] (1.17)

[99]                                                                                             (1.18)

; if [139] (1.19)

[135], [102] (1.20)

[135] (1.21)
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[63] (1.22)

; if [65]                                                                          (1.23)

; if [ 102] (1.24)

; if [39] (1.25)

; if [39] (1.26)

Solution bounds for CARE (1.6):

[73] (1.27)

; if Q > 0 [73 ] (1.28)

; if [139] (1.29)

; if Q > 0 and [139] (1.30)

; if [56], [98] (1.31)

; if [140] (1.32)
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; if [58] (1.33)

;      [134] (1.34)

; [96] (1.35)

; if [135] (1.36)

; if [61] (1.37)

Solution bounds for DALE (1.9):

[139] (1.38)

; if [139] (1.39)

; [103] (1.40)

; [72] (1.41)

; if [103] (1.42)

Solution bounds for DARE (1.14):

; [139] (1.43)
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, if [37] (1.45)

[72] (1.46)

[104] (1.47)

;if [66] (1.48)

; if Q > 0      [62] (1.49)

; if [62] (1.50)

In view of (1.16)-(1.50), the following general conclusions can be drawn.

1. Bounds for CALE. Validity is guaranteed for the minimal eigenvalue lower bound (1.17)

and the lower solution matrix bound (1.25) only if Q is a positive definite matrix. Although

this is not explicitly required for the bounds (1.16) and (1.18), if Q is a positive semi-

definite matrix, then the trivial estimate is obtained. The upper bounds for the

maximal eigenvalue (1.19) and the trace (1.23), (1.24), of the solution P are restricted only

to the case in which the symmetric part of the coefficient matrix A is negative definite. The

upper matrix bound (1.26) is valid only if the right-hand side matrix satisfies the inequality

which obviously means that Q is a positive definite matrix, by necessity. It

is hard to say which requirement is more conservative. It is well known that stability of a

given matrix does not imply negative definiteness of its symmetric part and

may not be a Lyapunov function for system (1.1), even though it is

positive, in the general case. The lower trace estimates (1.20) and (1.21) and (1.22) are

valid whenever a positive semi-definite solution P exists.

2. Bounds for CARE. The three lower bounds for the solution minimal eigenvalue (1.27),

(1.28) and (1.29) provide the trivial estimate , if Q is not a positive definite

matrix. In addition, (1.29) is valid only if . All upper bounds for the solution

maximal eigenvalue (1.30), (1.31), (1.32) and (1.33) are valid only if . The same
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refers to the upper trace estimates (1.36) and (1.37). The bound (1.30) requires that Q > 0,

as well.

3. Bounds for DALE. If Q is not a strictly positive definite matrix, then bound (1.38)

provides the estimate . The upper bounds for the solution maximal eigenvalue

(1.39) and the solution trace (1.42) are valid only if . This requirement

corresponds to the restriction in the continuous time case. It is well known that

stability of a given matrix in discrete-time sense does not necessarily imply that its largest

singular value is less than one. Both lower trace bounds (1.40) and (1.41) are valid,

whenever a positive semi-definite solution of the DALE exists.

4. Bounds for CARE. The lower bound (1.43) for the solution minimal eigenvalue is trivial,

i.e., , if Q is not a strictly positive definite matrix. The application of the upper

estimates for the maximal eigenvalue of the solution matrix presupposes that , for

bound (1.42), and , for bound (1.45). The lower and upper matrix

bounds (1.49) and (1.50) are valid if Q > 0 and , respectively. Both lower trace

bounds (1.46) and (1.47) are applicable whenever a positive (semi)-definite solution exists.

This brief analysis of the derived during the first period in the history of solution estimation

bounds shows clearly several important facts.

(i) All lower bounds for the minimal solution eigenvalue provide trivial estimates if Q is

not a strictly positive definite matrix.

(ii)The upper bounds for the maximal eigenvalue and the trace are derived under some

rather conservative assumptions: (CALE), (DALE), (CARE and

DARE), etc.

It is well known that in real life applications the number of states is always greater than the

number of control inputs, i.e., n > m, sometimes even n >> m. Therefore, is singular

even if B is a full rank matrix. The exact conditions for the existence of unique positive

definite solutions for the four algebraic equations are clearly stated by Theorems 1.2, 1.3,

1.4 and 1.5. Therefore, there exist too many cases in which it is not possible to get valid

bounds for the respective positive definite solution matrices and their extreme eigenvalues

and traces. By no doubt, conservativeness with respect to various validity restrictions
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imposed on the parameters of the equations constitutes the main shortcoming of the

estimation problem.

After 1995, during the second period of solution estimation, more attention was naturally

paid to the problem of conservatism reduction.

An attempt to overcome the main difficulty concerning upper eigenvalue and trace bounds

for the solution of the CALE was firstly made in [30] in 1997. From Theorem 1.7 it follows

that for any stable matrix A there exists some positive definite matrix T, such that

(1.51)

Pre- and post-multiplication of equation (1.2) by matrix T results in the modified CALE

(1.52)

for which upper bounds for the maximal eigenvalue and the trace of the solution can be

obtained. Then, having in mind that

and

the following new upper bounds have been obtained in [30]:

; if (1.53)

; if (1.54)

; if (1.55)

Remark 1.2. Bounds (1.53)-(1.55) generalize some previous estimates, since if

, then T = I is a Lyapunov matrix for A. Theoretically speaking, a matrix T

satisfying the validity constraints always exists and in this sense the above three upper

bounds are always valid, but a new computational problem arises. If T is obtained via some

external procedure, e.g., solving a LMI, it may turn out that the computational complexity

required in this case is comparable with the one needed for the direct solution, which may

undermine this approach.
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Definition 1.4. If a given solution bound is expressed entirely in terms of the parameters

of the respective equation, i.e., the matrices A, Q, B, R and their eigenvalues, singular

values, traces, etc., it is said to be an internal bound. Otherwise, it is called external.

E.g., all bounds (1.16) – (1.50) are internal, while, for , the bounds (1.53)-

(1.55) are external upper solution bounds.

Consider the matrix identity

(1.56)

where X, Y and Z are some matrices with appropriate dimensions such that the above

inverse matrices exist. By application of (1.56) for X = P, Y = B and Z = one gets

This allows rewriting the DARE (1.14) as

(1.57)

It was proved in [65] that the matrix inequalities , imply

(1.58)

If A is a stable in the discrete-time sense matrix, then the DALE (1.9) has a positive (semi)-

definite solution for any given positive (semi)-definite matrix Q. It is easy to see, that

the difference matrix is the solution of the DALE-type equation

in accordance with Theorem 1.7. From (1.57) it follows that matrix Q is a lower matrix

bound for the DARE (1.14) solution, i.e. . These facts and the inequalities (1.58) are

essential for the derivation of the following lower and upper matrix solution bounds for the

DARE [59]

(1.59)

The lower bound is remarkable since it is valid whenever (1.14) has a positive definite

solution. Note, that if Q is a positive definite matrix it yields the lower bound (1.49). As

far as the upper bound in (1.59) is concerned, it is applicable for arbitrary matrices B and

Q, but besides the fact that is a solution of the DALE (1.9), its validity requirement (A

must be a stable matrix) is a rather conservative one.
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Motivated by the fact that upper solution bounds for the Riccati-type equations require

usually the condition , another attempt to overcome this not realistic assumption

was made for the derivation of upper matrix bounds for the CARE (1.6) in [60]. Since the

pair (A, B) is stabilizable, there exists some matrix such that the close-loop matrix

is stable. It was proved that the solution of the CARE satisfies , where

the upper matrix bound is the unique positive (semi)-definite solution of the CALE

(1.60)

The authors observed that the solution of the CALE is obtained much more easily than the

solution of the CARE, but the problem of choosing K which provides the tightest in some

sense bound is open. They also proposed upper bounds for the maximal eigenvalue and the

trace of the solution P of the CARE, expressed in terms of the respective bounds for the

solution of the CALE (1.60) given by (1.53) and (1.55), i.e.:

; if (1.61)

; if (1.62)

If A is a stable matrix, then K = 0 and . In addition, if the symmetric part of is

negative definite, then T = I and . The bounds (1.61) and (1.62) reduce to (1.53)

and (1.55), respectively, in this very special case.

The idea to use a modified DALE for estimating the solution of (1.9) was suggested in [88],

where the approach which resulted in the upper external bounds (1.53)-(1.55) was followed.

For any stable in discrete-time sense matrix A there exists some positive definite matrix T,

such that

(1.63)

in accordance with Theorem 1.7. Pre- and post-multiplication of equation (1.9) by matrix

T results in the modified DALE

(1.64)

The scalar and matrix upper bounds for the solution of (1.8) were proposed in [88]:
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; if , (1.65)

; if , (1.66)

; if , (1.67)

; if , (1.68)

These bounds modify some obtained in [64], [87] respective estimates and actually cover

the case when .

Remark 1.3 Bounds (1.65)-(1.68) generalize some previously respective estimates,

since if , then T = I is a Lyapunov matrix for A. Matrix A is assumed to be stable

in discrete-time sense and their theoretical validity is guaranteed. All the practical

difficulties related with the computation of the external bounds (1.53)-(1.55), (1.61) and

(1.62), such as computational complexity, “proper” choice for matrix T, resulting in the

tightest bound, etc., apply to these bounds, as well.

Under the assumption that Q is a strictly positive definite matrix, the lower matrix bounds

; [80] (1.69)

; [82] (1.70)

;      [83] (1.71)

; [83] (1.72)

for the solution of the CALE (1.2) were proposed and generalized by the same author:

;   [83] (1.73)

The bounds (1.69)-(1.72) can be obtained from (1.73) by means of a suitable choice for M.

In the special case when M = 0.5Q, the bound (1.73) becomes
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(1.74)

Another lower matrix bound for the solution of the CALE was proposed in [20]. Under the

supposition that Q is a positive definite matrix, the solution P in (1.2) can be bounded from

below as follows

(1.75)

The upper matrix bound

(1.76)

was suggested in [83], where and denote lower and upper matrix bound for the

solution P of the CALE (1.2), respectively. Assuming that the symmetric part of the

coefficient matrix A is negative definite and by making use of the bound for the solution

matrix maximal eigenvalue (1.53) with T = I, the upper matrix bound in (1.76) may be

chosen as

(1.77)

in this case. If the lower matrix bound is given by (1.73), then (1.76) becomes

; if and Q > 0 (1.78)

It is hard to say whether (1.77) is a tighter bound than (1.78) in the general case, but what

is sure is that the validity conditions for it combine the conservatism of the lower bounds

(Q > 0) with the conservatism of the upper bounds ( ). Usually, derivation of upper

solution bounds does not require positive definiteness of the right-hand side matrix Q.

Another attempt to overcome the difficulties arising in estimation of the solution of the

CARE (1.6) was made in [81], where it is assumed that some positive scalar exists such

that the following matrix inequality holds

(1.79)

Under this supposition the upper matrix bounds

(1.80)

(1.81)

0,)(,][
2
1 2111211   QAAQUUUQUUP T

211 )(
2

)( Tn QAA
Q

P 


QAPAIAPIAP L
T

U
T  )()(

LP UP

I
A

QP
S

U )(2
)(

1

1






LP

QAPAIAIA
A

QP L
TT

S



 ))((

)(2
)(

1

1


 0sA

0sA



TT BBAA 2

12 }])()[({   VQBBIIVIVVP TTT 

12 )](2)2()2([   VQBBIVIVVP TTT 



were proved, where V and are defined as follows:

,

Note that the scalar is positive if and only if inequality (1.79) holds. In addition, one more

upper matrix bound for the solution of the CARE was suggested in [81]. If the usual for

the upper solution bounds validity condition holds, then

(1.82)

where the positive definite parameter matrix S must be selected to satisfy and

.

The validity condition (1.79) is more restrictive than the requirement for stability of matrix

and in this sense it is more conservative in comparison with the validity

condition under which the upper scalar bounds (1.61) and (1.62) were obtained.

Nevertheless, the based on it bounds (1.80) and (1.81) may be viewed as an attempt to

reduce the existing conservatism in upper solution bounds for the CARE, since if

the existence of some positive scalar satisfying (1.79) is guaranteed.

The following upper bound for the solution of the CARE was proved in [60]:

(1.83)

where K is any m x n matrix stabilizing . The positive definite matrices D and

M are chosen to satisfy the LMI .

Under the supposition that Q is a positive definite matrix the lower matrix bound for the

solution of the CARE

was proposed in [84], where the positive definite parameter matrix R is chosen such that

. The author showed that with appropriate choices of R this bound is tighter and

more general than the existing similar bounds.

The available lower bounds for the minimal eigenvalue of the solution of the CARE

provide either trivial, or are not valid estimates, if Q is a singular matrix (e.g. see (1.27)-

(1.29), (1.75) and (1.82). Consider the slightly modified inequality (1.79)
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(1.84)

where the positive scalar is defined in (1.83). Following the approach applied in [81] to

derive the upper matrix bounds (1.80), (1.81), and under the supposition that (1.84) is

fulfilled, the following lower matrix were reported in [25]:

(1.85)

(1.86)

(1.87)

where , the positive scalars are chosen to satisfy

and the positive scalars are defined by

Contrary to the previously obtained lower solution estimates, the bounds (1.85)-(1.87) do

not explicitly require positive definiteness of matrix Q.

Motivated by the conservatism of the validity condition (1.79), an approach to derive upper

matrix bounds for the positive (semi)-definite solution of the CARE without any additional

restrictive conditions imposed on the parameters in (1.6) was suggested in [26]. It

resembles to the methods applied in [60], [88] for the derivation of the external upper

solution bounds (1.61), (1.62) for CARE and (1.65)-(1.68) for DALE, respectively. Since

(A, B) is assumed to be a stabilizable pair, then there always exists some m x n matrix K,

such that is a stable matrix in the continuous-time sense. Also, in accordance

with Theorem 1.7, there exists some nonsingular matrix satisfying the

inequality . The solution matrix can be bounded from above as follows:
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(1.88)

(1.89)

where and the positive scalar is defined by

The validity of both bounds is not restricted by any of the usual additional assumptions, i.e.

the estimates in (1.88) and (1.89) are computable whenever a positive (semi)-definite

solution for the CARE exists.

A similar approach was applied to derive non-conservative upper solution bounds for the

positive (semi)-definite solution of the DARE in [27]. If there exists some m x n matrix K

such that

(1.90)

then the solution of (1.14) has the following upper bound

(1.91)

Realizing that the condition (1.90) is rather conservative, the authors suggested a relaxed

solution upper matrix bound for the DARE:

(1.92)

where matrix D is chosen to satisfy the inequality , which

represents the validity constraint for this estimate. Since (A, B) is a stabilizable pair, in

view of Theorem 1.7, this condition can always be met, which guarantees the validity of

(1.92).

For any positive scalar the CALE can be equivalently represented as a modified DALE

(1.93)

Therefore, (1.2) and (1.93) have one and the same solution P. From this equation it follows

that is stable in the discrete-time sense if and only if A is stable in the continuous-time

sense. Moreover, one can easily verify that

(1.94)
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First of all, note that

(1.95)

The matrix bound (1.95) for P in (1.2) is completely independent from the usual for lower

estimates additional assumption that Q is a positive definite matrix. These facts were used

to derive lower and upper bounds for the solution of the CALE in [79], where for = 1 in

(1.93) the following estimates were proved

(1.96)

(1.97)

This bound (1.96) is tighter than (1.95) only if Q is a strictly positive definite matrix. If Q

is a singular matrix, the same refers to and then , which means that the two bounds

provide the same lower estimate. The estimate L in (1.97) is always applicable and among

these three bounds is the tightest.

Under the supposition that the symmetric part of the coefficient matrix A is negative

definite, the following based on the representation (1.93) upper bounds for the solution of

the CALE were obtained in [79]:

; if (1.98)

; if (1.99)

where matrix L is defined in (1.97).

If Q is a positive definite matrix a lower matrix bound for the solution of the CARE (1.6)

(1.100)

was suggested in [143]. The positive scalars are defined as follows:

The authors claim that (1.100) is tighter than a previously obtained in [20] similar solution

estimate

, (1.101)
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Assuming that Q is a positive definite matrix the authors proposed the upper matrix bound

for the solution of the CARE

, (1.102)

in [143]. The positive scalar is chosen to satisfy the inequality in (1.101) and

is defined as follows:

,

Although not explicitly said, the upper bound (1.102) is valid only if , which

becomes clear from the following simple fact. Suppose that is a singular matrix, i.e.

. This means that

In other words, the inverse of does not exist. The same refers to and the bound (1.102),

as well.

A similar approach is applied in [91]. Under the suppositions that Q > 0 (for the lower

bound) and > 0 (for the upper bound) it has been found that the positive definite

solution of the CARE satisfies the matrix inequalities

(1.103)

where , and is defined by

the positive scalar is selected to satisfy the inequality

and

(1.104)

where and are the same as in (1.102) and (1.103), respectively, the positive scalar

satisfies the inequality used to derive bound (1.103), the positive scalar is selected as
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,

and is given by

where .

The trace estimation problem for the solution of the DARE was also investigated in [23].

Without imposing any additional restrictions, the authors derived the following lower trace

bounds for the unique positive definite solution P:

(1.105)

(1.106)

In addition, if , then

in this special case. The solution trace can be bounded from above as:

; if (1.107)

where , ,

and denotes the rank of matrix B. If r = n, i.e. , then and (1.107)

becomes

; if and (1.108)
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where . In particular, the maximal solution eigenvalue

satisfies the inequality

; if and (1.109)

A brief analysis of the bounds obtained during the second period, i.e. after 1995, reveals

the following trends in the solution estimation process:

1. Realizing the embarrassing fact that all upper bounds for the CALE and the DALE

solutions depend crucially on the conditions (for the continuous-time case) and

(for the discrete-time case), several authors suggested the application of suitable

nonsingular transformations for the coefficient matrix A, which guarantees the bounds

validity for the solutions of the obtained modified equations. This approach gave rise to

the so called external bounds (see bounds (1.53)-(1.55), (1.65)-(1.68), (1.83)) which

include some additional computational procedure, e.g. LMI solution. Although such

bounds are theoretically always valid, they demonstrate two main shortcomings:

(i) the additional computational burden may be significant and even comparable with

the one needed for the direct solution of the respective equation,

(ii) there does not exist a systematic way to select the “best” transformation which

results in the tightest bound.

2. Several attempts to overcome the difficulties associated with the estimation for the

CARE and the DARE solutions (requirements for strict positive definiteness of matrices Q

and ) were made. E.g. using the fact that the pair (A, B) is assumed to be stabilizable,

an approach to bind the solution of the CARE from above by the solution of a respective

CALE was applied to derive the bounds (1.61), (1.62) and (1.92). Some more, or less

conservative conditions under which the bounds (1.80), (1.81), (1.85)-(1.87) hold were

obtained, as well.

3. With time, the bounds became more and more complex, often including several

scalar or matrix parameter which must be selected in accordance with some additional

requirements (e.g., see bounds (1.71)-(1.73), (1.80)-(1.82), (1.84), (1.85)-(1.87), (1.100)-

(1.103)).
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4. According to the common opinion it is very hard to compare different respective

bounds, especially the scalar ones, with respect to tightness. No much attention has been

paid to the solution of the important problems of bounds sharpness and improvement.

Motivated by the significance of the estimation problem for the four considered algebraic

equations and the various open problems in this research field, we consider the following

main trends:

(i) extension of the set of stable coefficient matrices A for which there exist valid upper

solution bounds for the CALE and the DALE solutions,

(ii) application of this extended set for deriving respective bounds for the CARE and

the DARE solutions,

(iii) improvement of some existing lower and upper solution bounds in sense of

tightness.

CHAPTER TWO

BOUNDS FOR THE CONTINUOUS-TIME EQUATIONS

2.1 THE SINGULAR VALUE DECOMPOSITION APPROACH

Let A be an arbitrary n x n matrix. There exist orthogonal (unitary) matrices U and V, such

that A can be represented as follows [49]:

(2.1)

where is a diagonal matrix containing the n singular values of A, and

are matrices defined as

21))(())(( FRFRVVUVUVUUVUA TTTTT 

 TUVF  21, RR



(2.2)

Therefore, any square matrix A can be represented as a product of a symmetric matrix and

an orthogonal matrix F. The eigenvalues of this symmetric matrix are exactly the singular

values of A. In addition, if A is nonsingular, then are positive definite matrices.

Define the following matrix sets:

i.e. H is the set of stable matrices, is the set of matrices with negative definite

symmetric parts and is the set of matrices with stable orthogonal parts F in (2.1).

Theorem 2.1. Consider the singular value decomposition of matrix A (2.1)-(2.2). Then,

1. ,

2. only if and are Lyapunov matrices for A.

3. if and only if and are Lyapunov matrices for A.

Proof. Let i.e.

in accordance with Theorem 1.7. This proves the first statement.

If , then F is a stable matrix, but being unitary, it is normal, as well, and therefore

can be diagonalized via a unitary matrix transformation [49], i.e.

It follows that . Consider the matrix inequalities:

(2.3)

Having in mind Definition 1.3, it follows that and are Lyapunov matrices for A, in

this case. This proves the second statement of the Theorem.

Having in mind that
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statement (3) is obvious.

Example 2.1 Consider the following example:

2
)1(4)1(1)(,1)(,
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110
101 2

3,21




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

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















 AAA

Matrix A is stable for all , while for . It is interesting to see how

changes in the parameter influence the maximal eigenvalues of the symmetric parts of

A and F. The results are given in Table 2.1, where

It is clear that the based on the condition for negative definiteness of the symmetric part of

the coefficient matrix A available upper bounds for the maximal eigenvalue, the trace and

the solution matrix for CALE are inapplicable for all in this case. At the same

time, matrix is strictly negative definite. We shall see how this important fact can help

the derivation of valid solution upper bounds.

0.9 -0.05 1.0236 -0.0045

0.5 -0.25 0.6514 -0.1774

0 -0.50 0.2071 -0.3711

-0.25 -0.625 0.0000 -0.4538

-0.5 -0.75 -0.191 -0.5262

-1 -1 -0.5 -0.6421

-2 -1 -0.7929 -0.7869

Table 2.1 Dependence of )(),(, 11 SS FA  on

2.2 BOUNDS FOR THE CALE SOLUTION

2.2.1 TRACE BOUNDS

The significance of the singular value decomposition of the coefficient matrix A for

estimation purposes was firstly investigated in [122], where new upper bound for the

solution trace of the CALE was proposed. Before presenting this result, recall some well
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known properties of the trace operator (sum of eigenvalues = sum of diagonal entries). For

arbitrary square matrices X , Y, and a symmetric matrix Z, one has:

Theorem 2.2 Let . Then the trace of the CALE (1.2) solution has the upper bound:

(2.4)

Proof. Having in mind (2.1) and (2.2) the CALE can be rewritten as

(2.5)

Pre-multiplication of (2.5) by matrix and application of the trace operator to both sides

of the resultant matrix equality leads to:

By assumption matrix and therefore

0)(0)( 1111   RFRFFF SS HH

which proves the upper trace bound (2.4).

Later on, this result was extended in [124].

Theorem 2.3 Let . Then the trace of the CALE (1.2) solution has the upper bound

(2.6)

Proof. Having in mind the singular value decomposition of matrix A in (2.1) and (2.2)

consider the CALE (1.2) rewritten as

(2.7)

Pre-multiplication of (2.7) by the inverse of matrix and application of the trace operator

to both sides of the resultant matrix equality leads to

By assumption matrix and therefore , which

proves the trace inequality in (2.6).

If , bound (1.23) is considered to be the tightest upper trace estimate for the CALE

solution. This fact was used in [122] to get a modified less restrictive validity condition.

)()(),()(),()()(),()( ZXtrXZtrYXtrXYtrYXtrYtrXtrXtrXtr S
T 

H~A

)(2
)()(

111

1
1 RFR

QRtruPtr
S



QFPRPRFT  11

1R

)()(2)(2)()( 111111111111111 PtrRFRPRFRtrFRPRPRFRtrQRtrQRFPRRPRFR SS
TT 

H~A

H~A

)(2
)()(

1

1
2

2
SF

QRtruPtr





QPFRPFR T  22

2R

)()(2)(2)()( 1
1

2
1

22
1

2 PtrFPFtrPFPFtrQRtrQRPFRRPF SS
TT  

H~A 0)(1  
SFFF HH

HA



Theorem 2.4 Suppose that . Then the trace of the CALE solution has the upper

bound

)            (2.8)

Proof. Consider the CALE (2.5). Pre- and post-multiplication by results in the

following modified CALE equation

(2.9)

Denoting , and , (2.9) can be rewritten more

compactly as

(2.10)

If the supposition holds, then and  (1.23) can be applied to get the upper

bound for the solution matrix of (2.10), i.e.

Using the trace inequality , one finally gets the

trace estimate for P:

(2.11)

Consider the CALE (2.7) pre- and post-multiplied by :

(2.12)

Denote . This helps to put (2.12) in the form

(2.13)

If the supposition holds, then and bound (1.23) can be applied again to get

the upper bound for the solution matrix of (2.13), i.e.

The trace of the solution matrix in (2.13) can be bounded from below as follows:

H~A

,
)(2

)(
)(

1min()(
1 11

1
3 

 


n

i S

i

n FR
QR

A
uPtr




 






n

i S

i

FR
QRA

1 21

1
2

1 )(2
)()(






21
1R

21
1

21
1

21
1

21
1

21
1

21
1

21
1

21
1

21
1

21
1 ))(())(( QRRFRRPRRPRRRFR T 

21
1

21
1

~ FRRF  21
1

21
1

~ PRRP  21
1

21
1

~ QRRQ 

QFPPF T ~~~~~ 

H~A HF~


 


n

i Si

i

F
QPtr

1 )~(2
)~()~(




)()()()()()~( 11 PtrAPtrRPRtrPtr nn  


 





n

i S

i

n

n

i Si

i

n FR
QR

AF
Q

A
Ptr

1 11

1

1 )(2
)(

)(
1

)~(2
)~(

)(
1)(









21
2
R

21
2

21
2

21
2

21
2

21
2

21
2

21
2

21
2

21
2

21
2 ))(())((   QRRFRRPRRPRRRFR T

21
2

21
2 FRRF  21

2
21

2
 PRRP 21

2
21

2
 QRRQ

QFPPF T 

H~A HF


 


n

i Si

i

F
QPtr

1 )(2
)()(






This leads to the next upper bound for the solution of the CALE (1.2)

(2.14)

Having in mind (2.11) and (2.14), the bound in (2.8) follows.

Corollary 2.1 If , then the trace of the solution of the CALE (1.2) has the upper

bound

(2.15)

where are bounds defined in (2.4), (2.6), (2.8), respectively.

The upper trace bound (2.15) was reported in [121].

Remark 2.1 The upper trace bound (2.15) can be computed under less restrictive

conditions imposed on the coefficient matrix A in (1.2) and in this sense it is less

conservative in comparison with all known similar bounds.

Provided that the CALE (1.2) has positive (semi)-definite solution, lower trace bounds for

it can always be derived. Application of the singular value decomposition approach results

in the derivation of some lower trace estimates, as well.

Theorem 2.5 The trace of the positive (semi)-definite solution P of the CALE (1.2) has

the following lower bounds:

, , (2.16)

Proof. Pre-multiplication of (2.5) by matrix and application of the trace operator to both

sides of the resultant matrix equality results in

and the bound follows.

Pre-multiplication of (2.7) by the inverse of matrix and application of the trace operator

to both sides of the resultant matrix equality leads to

which proves bound and the statement of the Theorem, as well.
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2.2.2 BOUNDS FOR THE EXTREMAL EIGENVALUES

The singular value decomposition approach can be applied to derive some upper

and lower bounds for the maximal and minimal eigenvalues of the CALE solution.

Theorem 2.6 Suppose that . Then the maximal solution eigenvalue for the CALE

has the following upper bound:

(2.17)

Proof. Consider the modified CALE (2.9). Let x be an eigenvector for matrix

corresponding to its largest eigenvalue, i.e. . Then,

Since by assumption, it follows that . Denote , to get

the following equality for the maximal solution eigenvalue of (2.9)

which can be bounded from below as

This proves the first upper eigenvalue bound in (2.17).

Consider now the modified CALE (2.12). Let x be an eigenvector for matrix

corresponding to its largest eigenvalue, i.e. and consider the scalar

equality

It is assumed that , therefore . Using the notation ,

one gets

The maximal eigenvalue of the solution of (2.12) can be evaluated as:
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and the second upper bound in (2.17) follows. This proves the statement of the Theorem.

Remark 2.2 The upper eigenvalue bound (2.17) can be computed under less restrictive

conditions imposed on the coefficient matrix A in (1.2) and in this sense it is less

conservative in comparison with all known similar bounds.

The same approach can be applied to get lower bounds for the minimal eigenvalue of the

CALE solution matrix.

Theorem 2.7 Suppose that Q in (1.2) is a positive definite matrix. Then the minimal

eigenvalue of P has the following lower bound:

(2.18)

Proof. Consider the modified CALE (2.9). Let x be an eigenvector for matrix

corresponding to its minimal eigenvalue, i.e. . Then,

By assumption Q > 0, i.e. exists. Let

or,

The minimal eigenvalue of can be additionally bounded from above as

and the first bound in (2.18) is obtained.

Consider the modified CALE (2.12) Let x be an eigenvector for matrix

corresponding to its minimal eigenvalue, i.e. and consider the scalar

equality

Define the vector and having in mind that Q > 0 by assumption, one gets
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Using the inequality , the bound in (2.18) is proved.

As all available similar estimates, the lower eigenvalue bound in (2.18) is dependent on the

condition Q > 0. The next result is an attempt to relax this restrictive requirement.

Theorem 2.8 Suppose that . Then the minimal eigenvalue of the CALE

solution has the following lower bound

(2.19)

Proof. Consider (1.2) multiplied by and from the left and from the right,

respectively. i.e.

.

Then P is the unique solution of the CALE

(2.20)

Denote . Application of the valid in this case bound (1.17) leads to the estimate

which proves the bound in (2.19).

Application of the singular value decomposition approach helps to derive the

next lower eigenvalue bound.

Theorem 2.9 Suppose that . The minimal eigenvalue of the solution of

the CALE (1.2) has the following lower bound

(2.21)

where is the singular value decomposition of matrix .

Proof. Having in mind that the bounds in (2.21) are based on the applied to the solution of

the CALE (2.20) bounds in (2.18), the proof follows easily and is omitted.

Remark 2.3 The lower bounds for the minimal eigenvalue of the CALE (1.2) solution

relax the condition (Q > 0) under which available similar estimates are valid. It is clear that

if Q is a positive definite matrix then . Up to our best knowledge the
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bounds (2.19) and (2.21) are the first ones which are computable in some cases when the

right-hand side matrix in (1.2) is not strictly positive definite.

2.2.3 MATRIX BOUNDS

The next simple statement gives the key to the problem of matrix bounds derivation for the

solution of the CALE.

Lemma 2.1 Suppose that there exist symmetric matrices such that

(2.22)

Then, .

Proof. Consider the CALE (1.2), rewritten as follows:

(2.23)

(2.24)

If the inequalities in (2.22) hold, it follows that and , in accordance with

Theorem 1.7.

Remark 2.4 The problem of computing matrix bounds for the CALE solution reduces to

the solution of the problem (2.22) for some symmetric matrices . It is desired to do

this without performing some additional computational procedure, e.g. LMI solution

(Remark 1.2).

If Q > 0, it follows from (2.22) that must be a Lyapunov matrix for A.

Theorem 2.10 Suppose that the symmetric part of A in (1.2) is negative definite. Then,

(2.25)

(2.26)

Proof. Matrices are Lyapunov matrices for A if and only if , i.e.

. From the definition of the scalar in (2.25) it follows that
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Therefore, is an upper bound for the CALE solution in accordance with Lemma 2.1.

The upper matrix bound in (2.26) is proved using similar arguments.

The requirement for is a rather restrictive one. Usage of the singular value

decomposition approach helps to get less conservative upper trace and eigenvalue bounds

for P.

The next result illustrates the application of this approach for the derivation of upper matrix

solution estimates.

Theorem 2.11 Suppose that . Then, the solution matrix in (1.2) can be bounded

from above as follows:

(2.27)

(2.28)

Proof. Matrix if and only if and are Lyapunov matrices for A in accordance

with Theorem 2.1, statement (iii). Consider the scalar in (2.27). From its definition it

follows that

According to Lemma 2.1 in (2.27) is an upper matrix bound for the solution of the

CALE.

Having in mind the definition of in (2.28) one gets the matrix inequality

Application of Lemma 2.1 shows that in (2.28) is an upper bound for P in (1.2), as well.

Remark 2.5 The upper matrix bounds (2.27) and (2.28) hold under the condition .

In view of Theorem 2.1 this means that these bounds are less conservative with respect to

validity than the similar bounds (2.25), (2.26) and the matrix bound (1.77), which may be

improved in sense of tightness as

; if (2.29)

It easy to see that
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Therefore is always tighter than the suggested upper matrix bound (1.77). Both bounds

are computable under the one and the same restrictive condition ( ).

The solution bounds (2.27) and (2.28) can be used to derive different upper trace and

eigenvalue bounds for the solution of the CALE. They are summarized in the following

result.

Lemma 2.2 Let . The following scalar solution bounds hold for the CALE:

(2.30)

where the trace bounds are defined as follows

(2.31)

,

and and are given in (2.27) and (2.28), respectively.

Proof. The proof is based on the well known fact that for arbitrary symmetric matrices X

and Y one has .

The problem of getting lower matrix bounds for the CALE solution is always solvable if

the right-hand side matrix Q is strictly positive definite. The next theorem illustrates this

fact.

Theorem 2.12 Let Q > 0 in (1.2) and X be an arbitrary positive definite matrix. Then,

, (2.32)

Proof. From the above definition of and it follows that
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in accordance with Lemma 2.1. Since X is arbitrary, but positive definite matrix, then

positive definiteness of the matrix bound depends entirely on the sign of the scalar .

Suppose that , which, due to positive definiteness of Q, is possible if and only if

Let x be an arbitrary eigenvector of the stable matrix A, i.e. .

Then, , which contradicts the assumption that X is positive

definite. Therefore, and is a positive definite lower matrix bound for P in (1.2).

Remark 2.6 If Q > 0, various lower matrix bounds for the CALE solution can be obtained,

e.g. see (1.69)-(1.75). Generally speaking, they are based on the usage of a scalar or matrix

parameter M and some of the well known matrix inequalities

In accordance with the fact that implies (but not vice versa) respective

bounds for P are obtained. It will be shown later on why the approach applied in Theorem

2.11 to obtain lower matrix bounds is preferable.

A way to overcome the lower matrix bound problem for the CALE when Q is a singular

matrix is to use the equivalent DALE-type representation (1.93) of (1.2). This helped to

derive the always valid lower bound (1.97). Another possibility lies in the usage of the

CALE-type equation (2.20).

Corollary 2.2 Suppose that . Then the CALE solution has the following

matrix and scalar lower bounds:

; , (2.33)

for any positive matrix X, and

(2.34)

Proof. It is entirely based on Theorem 2.12 and is omitted.

2.3 IMPROVEMENT OF MATRIX BOUNDS
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It will be shown how under the assumption that some lower and upper matrix bounds for

the CALE solution are available, they can be additionally improved in sense of tightness

in this section.

Theorem 2.13 [125] Let there exist some symmetric matrices such that

. Then, the solution of the CALE can be bounded as:

(2.35)

(2.36)

where

(2.37)

Further,

(2.38)

(2.39)

Proof. Consider (1.93), where P denotes the solution of the CALE (1.2). For one

gets the coefficient and the right hand-side matrices in (2.37). If the supposition of the

Theorem holds then are a lower and an upper matrix bound for the CALE solution,

respectively, in accordance with Lemma 2.1.

From the DALE in (1.93) one gets the following lower bounds

;

;

…..

and the upper bounds
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…..

This proves the first statement of the Theorem. Denote and for any given

i consider the difference matrix

=

Having in mind (2.37), one gets

in accordance with the supposition made in the statement of the Theorem. Therefore,

This proves the inequalities in (2.38). Denote . In a similar way one gets

=

Since

one finally gets

This completes the proof of the inequalities in (2.39) and the Theorem.
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Lemma 2.3 For arbitrary given positive (semi)-definite matrix Q, such that the CALE (1.2)

has a positive definite solution, the matrix inequalities in (2.35) are satisfied for

.

Proof. From the proof of Theorem 2.13 it follows that the inequalities (2.35) hold if and

only if ,where is obviously a lower bound for the CALE solution in

accordance with Lemma 2.1. Since in (1.93) is a lower matrix bound for P for any

positive scalar , it remains to prove that . From the definition of matrix

in (2.37) one gets

Note, that matrices and A commute, i.e. . Therefore,

It follows that and this proves the statement of the Lemma.

Remark 2.7 Theorem 2.13 states that under some matrix inequality conditions any lower

and upper matrix bound can be additionally improved in sense of tightness. These

inequalities play an essential role since they guarantee the successive improvement of any

given bound satisfying them. Lower matrix bounds can be obtained using different

approaches. The estimates (2.32), (2.33) are preferable to the similar ones in (1.69)-(1.75)

(see Remark 2.6).

Lemma 2.4 Suppose that Q in (1.2) is a positive semi-definite matrix and (Q, A) is an

observable pair. For some integer the lower solution bound in (2.35) is a positive

definite matrix for any given .

Proof. The following statements are equivalent for (Q, A), to be an observable

pair:

(i)

(ii)
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where denotes the set of eigenvalues of A. Consider (i) applied for the pair in

(2.37), i.e.

,

where denotes eigenvalue of the transformed matrix . Matrix takes the form

Having in mind that the eigenvalue of is

it follows that

or

Then, if and only if

The above condition is equivalent to observability of the pair . From statement

(ii) it follows that the coefficient cannot affect the observability of pair (Q, A). Therefore,

the pair ( Q, A) is observable if and only if the pair is observable. Then, according

to the supposition of the Lemma, the transformed matrix pair is observable. From (1.10),

(1.93) and the applied for the transformed pair statement (ii), it follows that the solution of

the CALE (1.2) can be bounded from below as follows:

Consider (2.35) for i = n, i.e.
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Therefore, there exists some positive integer which guarantees the statement of the

Lemma for any given positive (semi)- definite .

Remark 2.8 Up to our best knowledge, the lower matrix bound (2.35) for the CALE

solution is the first one which is proven to be strictly positive for some . Also, this

bound is applicable for any initial lower matrix bound for P. If

then

(2.40)

and therefore the existence of a strictly positive lower matrix bound for the CALE solution

is guaranteed for some .

Remark 2.9 Consider the lower matrix bounds for the CALE solution (2.35). Under the

supposition that Q is a positive (semi)-definite matrix and (Q, A) is an observable pair,

there exists some , such that

(2.41)

for any given matrix positive (semi)-definite matrix . If in addition, the inequality

holds, then

Having in mind (2.36), the following upper eigenvalue and trace bounds for the CALE

solution hold:

(2.42)

(2.43)

for arbitrary satisfying the matrix inequality .

The main difficulty arising in estimating the CALE solution from below is due to the fact

that the guaranteeing positive definiteness of P observability condition is usually not taken
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into account. Exceptions in this sense are the bounds due to Corollary 2.1 and Lemma 2.4.

The next result is another attempt to overcome the problem with the singularity of matrix

Q.

Theorem 2.14 Suppose that (Q, A) is an observable pair. If some n x n matrix K exists such

that , then the solution of the CALE (1.2) has the following bounds:

(2.44)

(2.45)

Proof. If (Q, A) is an observable pair the solution of the CALE is a positive definite matrix.

Then, (1.2) can be rewritten as:

The conditions for observability of (Q, A) is equivalent to the condition for controllability

of the pair , or in other words there always exists some matrix K such that

is a stable matrix. Consider the singular value decomposition of matrix

i.e.,

,

and suppose that .  According to Theorem 2.1, and are Lyapunov matrices

for , or equivalently, and are Lyapunov matrices for (Definition 1.3). This,

having in mind the defined in (2.44) and (2.45) scalars , guarantees the inequalities

where . From Lemma 2.1 it follows that are both upper bounds

for , or their inverses, denoted and , respectively, are lower bounds for the

solution of the CALE (1.2). This completes the proof of the Theorem.

Remark 2.10 The validity of the lower matrix bounds (2.44) and (2.45) depends only on

the condition , which is less conservative than the usual requirement
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. If this condition is satisfied, than two positive definite lower matrix

bounds for the CALE solution are computable. This makes possible to derive nontrivial

lower bounds for the minimal eigenvalue of P, as well.

Corollary 2.3 If the suppositions of Theorem 2.14 hold, then the minimal eigenvalue of

the positive definite solution of the CALE (1.2) has the lower positive bound

(2.46)

where matrices and are given in (2.44) and (2.45), respectively.

2.4 IMPROVEMENT OF SCALAR BOUNDS
The problem of trace and eigenvalue bounds improvement for the CALE solution in sense

of tightness is discussed. Before that we need the following useful result due to [77]. Let X

and Y, , be some n x n symmetric matrices. Then, the trace of the product XY can be

bounded as follows:

(2.47)

For arbitrary symmetric matrices X and define the nonnegative scalars

, (2.48)

where .

Some of the results given below are new, and the others were presented firstly in [117],

[120], [123].

Theorem 2.15 Let , denotes some nonnegative lower bound for the i-th eigenvalue of the

solution P in (1.2), . Then, having in mind (2.48), the trace of the CARE solution

can be bounded as follows:

(2.49)

(2.50)
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(2.51)

The upper estimate in (2.49) holds if and is the condition under which the

upper estimates in (2.50) and (2.51) are valid.

Proof. Pre-multiplication of the CALEs (2.5) by and (2.7) by , respectively, leads to

the matrix equalities:

(2.52)

(2.53)

Application of the trace operator to both sides of (1.2), (2.52) and (2.53) results in

Using (2.47), the following trace inequalities are obtained:

(2.54)
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(2.55)

The bounds in (2.49) are easily obtained from (2.54) and (2.55), respectively. Following

the same proof scheme and having in mind (2.48), bounds (2.50) and (2.51) follow easily.

Remark 2.11 The lower and upper trace bounds in (2.49)-(2.51) are always tighter than

the respective similar lower estimates (1.20), (1.21), and the upper estimates (1.24), (2.4)

and (2.6). This is due to the fact that for any symmetric matrix X the quantities

in (2.48) are always nonnegative. If, in addition, all required lower

solution bounds are positive, then . If , then

. The respective lower and upper bounds coincide and are equal the solution trace,

in this special case. Thus, the usage of any available nonnegative lower bounds for the

eigenvalues of the CALE solution matrix helps to improve both lower and upper existing

trace estimates.

Available lower eigenvalue bounds are used in Theorem 2.15 to make previous bounds

sharper. A lower and an upper matrix bounds are used to derive the next result for the same

purpose.

Theorem 2.16 Let

for some symmetric matrices and .  The solution trace can be estimated as follows:
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where the parameters in (2.57) and (2.59) are defined as:

(2.60)

(2.61)

and .

Proof. It follows that and in accordance with the suppositions and Lemma

2.1. Then, some positive (semi)-definite matrices L and U exist, such that and

. The CALE (1.2) can be rewritten as:

(2.62)

(2.63)

Therefore, matrices L and U are unique solutions of (2.62) and (2.63), respectively.

Consider the following based on them matrix inequalities:

There must exist some positive (semi)-definite matrices denoted

for simplicity, such that

(2.64)

(2.65)

Substitution of L and M in (2.62) and (2.63) leads to a new couple of CALEs

In view of (2.62) and (2.63) the above CALEs take the form:
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By making use of (1.20) one gets the following nonnegative lower bounds for the traces

of and

; (2.68)

Taking into account (2.64) and (2.65) one finally gets the following expressions for the

traces of L and U:

which result in respective trace inequalitites

Since and , the next lower and upper bounds are obtained

(2.69)

(2.70)

With the estimates (2.68) for the scalars and the trace inequalities (2.69)

and (2.70) can be rewritten as follows:

where is given in (2.57) and

and is defined in (2.58).
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The rational functions and are always nonnegative since and

by assumption and for any given symmetric matrix X. Simple

computations show that that their maximal values are achieved for and defined in

(2.60) and (2.61) respectively. This proves the statements of the Theorem.

Remark 2.12The lower and upper trace bounds in (2.56) and (2.58) are always tighter than

the bounds for any lower and upper matrix solution bounds,

satisfying the inequalities in (2.22).

Provided that certain matrix inequalities hold the next result helps to improve lower and

upper eigenvalue bounds for the CALE solution.

Lemma 2.5 Let and denote some lower and matrix bound, respectively, for the

solution of the CALE (1.2). The following eigenvalue bounds hold for P

(2.71)

(2.72)

for any positive parameters and . If, in addition there exist positive

scalars and such that

(2.73)

(2.74)

the bounds in (2.71) and (2.72) satisfy the inequalities:

(2.75)

(2.76)

Proof. For any given scalar parameter the CALE (1.2) can be rewritten as:

Let be chosen to satisfy the inequality , which guarantees that

If x is an eigenvector for P any eigenvalue of the solution matrix satisfies the equality
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and can be estimated as follows:

If and are such that , then for some positive scalars and satisfying

and any solution eigenvalue satisfies the inequalities

which proves the bounds in (2.71) and (2.72). The inequalities in (2.75) and (2.76) hold if

and only if (2.73) and (2.74), respectively, are satisfied. This proves the statements of the

Lemma.

2.5 UNCONDITIONAL INTERNAL UPPER BOUNDS

All known upper bounds for the CALE depend on some, more or less, conservative

condition concerning the coefficient matrix A. Motivated by this fact an approach to derive

always computable upper eigenvalue, trace and matrix solution bounds for P in (1.2) is

suggested. These bounds use only the fact that A is a stable matrix, which guarantees that

a unique positive (semi)-definite solution of the CALE exists.

Consider the Schur decomposition of the stable matrix A [49], i.e. , where U is

a unitary matrix and is an upper triangular matrix defined as follows:

; (2.77)

where is a diagonal matrix containing the eigenvalues of A, and is an upper triangular

matrix, containing the off-diagonal entries of T. If T is real, then U can be chosen as an

orthogonal matrix. The following result is essential for the main result.

Lemma 2.6 [126] A n x n matrix A is stable if and only if a positive scalar exists, such

that is a Lyapunov matrix for A, where E is a diagonal matrix with entries

.
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Proof. Let A be stable and consider the matrix

In view of (2.77) matrix is defined as follows:

(2.78)

This helps representing (2.78) in the form

(2.79)

where is a diagonal matrix with entries , and the entries of the symmetric

matrix , are . Then is a negative definite matrix if

and only if

(2.80)

or equivalently,

(2.81)

where

; (2.82)

It is clear that there always exists some sufficiently small positive satisfying (2.80),or

equivalently, (2.81) which proves the necessity part.

Let be a Lyapunov matrix for A, i.e., . If

is an eigenvector corresponding to , then

A is a stable matrix

This proves the sufficiency part and the statement of the Theorem.
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There exist different ways to obtain satisfying the equivalent matrix inequalities in (2.79)

and (2.80). Some of them are given in the next Lemma. Before that we need some

preliminary results.

Theorem 2.17 [49] If X is a n x n Hermitian matrix with negative diagonal entries and

(2.83)

then X is negative definite. It is said that X is a strongly diagonal dominant matrix.

Theorem 2.18 [49] Denote and let A and B are arbitrary n x n complex matrices.

If , then , where is the spectral radius of

matrix X and means that .

Lemma 2.7 is a Lyapunov matrix for A if:

(i) , where matrices are defined in (2.79)

(ii)

(iii) in (2.78) is a strongly diagonal dominant matrix, i.e.,

(iv)

(v) , where is the symmetric part of obtained from T by setting its

diagonal entries .

(vi)

and matrices are defined in (2.79).
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Proof.

(i) Taking into account the well known inequality

it follows directly from (2.80).

(ii) If , then for , matrix = I is a Lyapunov matrix for A. In the

opposite case, a solution exists if . Therefore,

since , and the statement is proved.

(iii) It follows from Theorem 2.16.

(iv) Using similar arguments as in the proof of (ii) the statement follows.

(v) Consider the inequality condition (2.81). From the definition of the spectral radius and

Theorem 2.18 one has

In view of (2.82) one gets

Let are the entries of .Since one gets

,

i.e.
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in accordance with Theorem 2.18. Therefore, for chosen as in (v), the inequality condition

(2.81) is sufficiently satisfied.

(vi) The inequality (2.80) holds if and only if
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Since for any symmetric matrix X and for arbitrary

matrices X and Y [94], the above inequality holds by sufficiency if

, which proves the statement.

Provided that A is a stable matrix a Lyapunov function of the form always

exists for it in accordance with Lemma 2.6. Lemma 2.7 suggests several ways to compute

it. Now, let the problem be stated in a slightly different way. It is desired to determine a

positive scalar such that the matrix inequality

(2.84)

holds for some chosen positive diagonal matrix . Then the matrix

in (2.79) takes the similar form

(2.85)

The problem of computing some appropriate such that in (2.85) is a negative

semi-definite matrix reduces to the application of some of the sufficient conditions stated

in Lemma 2.7.

Lemma 2.8 Let the inequality (2.84) holds for some . The solution matrix P for the CALE

has the following always valid upper bounds:

(2.86)

(2.87)

(2.88)

Proof. Let (2.84) be satisfied, i.e.
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Having in mind the Schur decomposition of matrix A, consider the CALE (1.2)

pre- and post-multiplied by matrices and , respectively:

If is chosen as in (2.86), negative semi-definiteness of matrix is

guaranteed, which means that is an upper bound for the transformed CALE solution

matrix due to Lemma 2.1, i.e.

This proves the matrix bound in (2.86). The upper bounds for the maximal eigenvalue and

the trace (2.87) and (2.88), respectively, follow easily and this completes the proof of the

Lemma.

Remark 2.13 The bounds (2.86)-(2.88) are computable whenever A is a stable matrix. As

far as we know, these bounds are the first upper estimates for the CALE solution which do

not presuppose some additional restrictions imposed on the coefficient matrix A. Although

the matrix bound (2.86) may be a Hermitian matrix, the rest of the bounds are real. Note,

also, that the matrix bound satisfies the inequality , which means that

it satisfies the suppositions of Theorems 2.13 and 2.16 and in accordance with them the

respective upper solution estimates can be additionally improved in sense of tightness.

2.6 FURTHER EXTENSION OF VALIDITY SETS

Having at disposal a Lyapunov matrix expressed entirely in terms of the coefficient matrix

A is crucial for the derivation of internal upper solution bounds for the CALE, i.e. bounds

which do not demand additional procedure for the computation of T, in order to achieve a

transformed coefficient matrix with negative definite symmetric part. The

application of the singular value decomposition approach of A led to the extension of the

conservative set and this fact makes possible to get various upper solution bounds in

cases when other similar estimates are not computable. An attempt to extend further this

result is made now.

Example 2.2 Consider the following stable matrix:
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Therefore, and none of the upper solution bounds based on the condition

can’t be used in this case. Now, consider the matrix sum:

i.e. the sum of A with its inverse is a negative definite matrix, or this sum belongs to the

set of stable matrices with negative definite symmetric parts . It will be shown how this

fact can be used to extend the set of stable coefficient matrices for which valid upper

bounds for the CALE exist.

Theorem 2.19 For any given square matrix A define the set

The following statements hold:

(i) if and only if there exists some nonsingular matrix T and a nonnegative

scalar such that

is a Lyapunov matrix for A

(ii)   If denotes the set of Lyapunov matrices P for A, then

(iii) , where matrices are given in (2.2)

(iv)

(v) , where matrices are given by

where .

Proof.

(i) Having in mind the definition of the matrix set one gets:
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i.e. is a Lyapunov matrix for A, which proves the second statement.

(ii) This is obvious, since .

(iii) Consider the singular value decomposition of matrix A in (2.1) and (2.2) and suppose

that

Therefore, F is a stable matrix in accordance with Theorem 1.6 and therefore

. Since F is normal, it is a stable matrix if and only if its symmetric part is

negative definite. The following symmetric part inequalities are valid for arbitrary given

:

The statement is obvious.

(iv) Suppose that there exists some nonnegative scalar , such that

Then, F must be a stable matrix, due to Theorem 1.6, i.e. . According to (iii)

, which proves the statement.

(v) Let there exists some appropriate couple (T, ) . From the definition of the

set in (2.87) this is equivalent to the inequality . Application of Theorem
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2.1 for matrix leads to the conclusion that and therefore,

, are Lyapunov matrices for , i.e.

Using similar arguments the fact is proved in a similar way.

Corollary 2.4 The equivalent sets are not empty for a given

matrix A if and only if some nonnegative scalar exists such that

, (2.89)

are Lyapunov matrices for A.

Proof. It follows from Theorem 2.18, statement (i), for , respectively.

Example 2.3 Consider Example 2.1 illustrating the conservativeness of the set in

upper bounds derivation. The inverse of matrix is computed as:

Matrix A, and consequently, its inverse, are stable for all . It was verified that the

symmetric part of A is negative definite for all . It is interesting to see whether

there exists some , such that for . If this is so, the set of

parameter matrices for which upper solution bounds for the CALE is obviously

extended in this case. For and the maximal eigenvalue of the symmetric

part of was computed as . According to Theorem 2.18, statement (i),

is a Lyapunov function for in this case. In other words, while the

bounds based on the restriction are valid only for , various computable

upper solution bounds can be obtained for all .

The result obtained in Theorem 2.19 can be further extended to get even less restrictive

conditions.

Theorem 2.20 For any given square matrix A define the set

(2.90)
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The following statements hold:

(i)

(ii) Denote . Then, if and only if some nonsingular matrix T and

a nonnegative scalar exist such that

(2.91)

(2.92)

are Lyapunov matrices for A.

Proof.

(i) Due to Theorem 2.1 we know that , i.e., if , or equivalently,

, then , and , by necessity.

(ii) By the definition of the set in (2.90) and Theorem 2.1 the condition is

equivalent to the existence of some appropriate T and , such that and in (2.91) and

(2.92), respectively, are Lyapunov matrices for , i.e.

The proof for the Lyapunov matrix in (2.92) is done in a similar way.

If T = I, and then , and in (2.2) in this special case.

The set of stable matrices A for which upper CALE solution bounds are computable can be

further extended by considering the matrix sum
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2.7 BOUNDS FOR THE CARE SOLUTION

The presented in Chapter I bounds for the solution of the CARE (1.6) admit to characterize

briefly the estimation problem as being crucially dependent on the conditions > 0 for

the upper and Q > 0 for the lower estimates. Also, the derived bounds include many scalar

and matrix parameters involved in various inequalities, which makes them rather complex

and not easily computable. Motivated by these awkward facts our main purpose is to get

simpler respective bounds which hold under more realistic, i.e. less restrictive conditions.

The main difficulty in deriving bounds for the CARE solution matrix consists in the

conservative assumption that either matrix and/or the state weighting matrix Q are

assumed to be positive definite (see e.g. (1.27)-(1.33), (1.36), (1.37), (1.82), (1.84), (1.100),

(1.102), (1.103), etc.). Such restrictive assumptions can be compared only to the

requirement for negative definiteness of the symmetric part of the coefficient matrix A and

positive definiteness of Q for the CALE solution estimation problem.

Having in mind Theorem 1.3, it assumed that the triple (C, A, B) is regular, which

guarantees that the solution P of the CARE (1.6) is a positive definite matrix. Also, it is

assumed that the control weighting matrix R = I (Remark 1.1).

For any given m x n matrix K consider the CARE (1.6) rewritten as:

(2.93)

where . Multiplication of both sides of (1.6) by results in:

(2.94)

for any given n x m matrix G , where . Using the notations

(2.95)

(2.96)
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the modified CAREs (2.93) and (2.94) can be written more compactly as the following

Lyapunov-like equations:

(2.97)

(2.98)

Theorem 2.21 Consider the matrix in (2.95). Suppose that some appropriate matrix K

exists, such that . The positive definite solution of the CARE (1.6) has the

following upper matrix bounds:

(2.99)

(2.100)

Proof. Under the supposition for regularity of the triple (A, B, C) it follows that (A, B) is a

stabilizable pair, i.e. some matrix G always exists such that the close loop matrix in (2.95)

is a stable one. Also, according to the supposition belongs to the set of matrices with

stable orthogonal parts , which is a subset of the set of stable matrices . According to

Theorem 2.1, this is possible if and only if , defined in (2.99) and (2.100),

respectively, are Lyapunov matrices for the closed loop stable matrix in (2.95), i.e.

For the scalars chosen as above, one gets:

Matrix S (2.93) is positive (semi)-definite and therefore
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Application of Lemma 2.1 with respect to (2.97) results in the upper matrix estimates (2.99)

and (2.100), which proves the Theorem.

Theorem 2.22 Consider the matrix in (2.96). Suppose that some appropriate matrix G

exists, such that . The positive definite solution of the CARE (1.6) has the

following lower matrix bounds:

(2.101)

(2.102)

Proof. The same arguments used to prove Theorem 2.21 are applied. Under the supposition

for regularity of the triple (A, B, C) it follows that (C, A) is a detectable pair, i.e.

is a stabilizable pair, and some matrix G always exists such that the close loop matrix in

(2.96) is a stable one, in this case. Also, it is assumed that belongs to the set of matrices

with stable orthogonal parts . According to Theorem 2.1, this is equivalent to

where , defined in (2.101) and (2.102), obviously are Lyapunov matrices for the

closed loop stable matrix in (2.96).This also means that are Lyapunov matrices for

, or

If the scalars are chosen as above, and having in mind the notations in (2.101) and

(2.102), one gets:
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Matrix M in (2.94) is positive (semi)-definite and therefore

Application of Lemma 2.1 with respect to (2.98) results in the upper matrix estimates for

the inverse of the solution matrix:

These inequalities imply respective lower estimates for the CARE solution P

This completes the proof of the Theorem.

Corollary 2.5 The minimal and maximal eigenvalues, the trace of the positive definite

solution P of the CARE (1.6) and the performance index J in (1.3) have the following

bounds:

, if (2.103)

, if (2.104)

, if (2.105)

, if (2.106)

Proof. It follows easily having in mind that are upper matrix bounds for P.

Consider the singular value decomposition of matrix A in (2.1) and (2.2). Then, the singular

value decomposition of in (2.95) and in (2.96) is:

, (2.107)

, (2.108)

Theorem 2.23 Suppose that . Then, the maximal eigenvalue and the trace of the

CARE solution has the following upper bounds:
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(2.110)

(2.111)

If , then the minimal eigenvalue of the CARE solution has the lower bound:

}   (2.112)

Proof. Consider the Lyapunov-type equation (2.97) and the singular value decomposition

in (2.107). If , then application of the CALE eigenvalue bounds (2.17) for (2.97)

results in the following upper eigenvalue bounds for the CARE solution:

It is well known that

for arbitrary symmetric matrices X, Y and Z, such that and , and the bound

in (2.109) follows since and therefore, .

In a similar way, the trace bounds (2.110) and (2.111) for the CARE are easily obtained

when the bounds (2.4), (2.6) and (2.8) for the CALE (1.2) are applied for (2.97).

By making use of (2.108), the CARE (2.98) can be rewritten and estimated as

Pre- and post-multiplication by and of both inequalities, respectively, results

in:
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the above inequalities can be rewritten in a compact form as:

respectively. If the supposition holds, than and therefore, the symmetric

parts of matrices are negative definite, as well. Let x be an eigenvector

corresponding to the maximal eigenvalue of , i.e. and consider (2.98). It

follows that

where . The maximal eigenvalue of matrix can be estimated from below

as:

i.e.

which proves the first bound in (2.112). The second one is obtained in a similar way. This

completes the proof of the Theorem.

Remark 2.14 If there exists some matrix G such that matrix in (2.96) belongs to the set

, then positive definiteness of the lower matrix bounds (2.101), (2.102) is guaranteed.

Also, the minimal solution eigenvalue lower bounds (2.104) and (2.112) are not trivial, in

this case. The derived upper and lower CARE solution bounds (2.99)-(2.106), (2.109)-

(2.112) do not require the usual validity conditions, i.e. > 0 and Q > 0. These bounds

are based on two assumptions:

(i) the triple (A, B, C) is regular, which guarantees positive definiteness of the solution P
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(ii) the close loop matrices in (2.95) and (2.96) belong to the set .

In fact, (i) is not a restriction at all. The assumption (ii) is less conservative than the

assumption (1.79) according to which some positive scalar exists, such that

. Due to Theorem 2.1 this is possible only if , which

means that , , and all upper bounds based on the singular value

decomposition approach are valid in this case, as well. This fact can be illustrated by the

following simple example.

Example 2.4 Let

Obviously, the condition can’t be satisfied and the upper matrix

bounds (1.80), (1.81) are not valid, in this case. Now, consider the matrix

which is stable for all . Let . The unitary matrix in (2.109) is stable,

i.e. and all bounds due to Theorems 2.22, 2.23 and Corollary 2.3 are computable.

Remark 2.15 The lower and the upper matrix bounds obtained for the CARE are both

based on the fact that if and , symmetric positive definite matrices and

exist, such that

(2.113)

(2.114)

where, = and = are defined in (2.99), (2.100) and (2.101),

(2.102), respectively. It was proved, that and are upper matrix bounds, for the

CARE solution and its inverse, respectively, or = are lower bounds for P in

(1.6).  The inequalities (2.113) and (2.114) play an essential role in the improvement of

both lower and upper CARE matrix bounds.

Theorem 2.24 Suppose that the inequalities (2.113), (2.114) are satisfied. Then, the

solution of the CARE can be bounded as follows:
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and

(2.116)

where

(2.117)

(2.118)

, (2.119)

Further,

(2.120)

(2.121)

where and are given in (2.99), (2.100) and (2.101), (2.102), respectively.

Proof. Consider the equivalent representation of the CALE (1.2) in (1.93). Let . In a

similar way, the Lyapunov-like equations (2.97) and (2.98) can be represented in an

equivalent DALE-type form as:

where matrices , , , are given in (2.117)-(2.119) and are arbitrary

positive (semi)-definite matrices.

The proof is based on Theorem 2.12 and the simple fact that if X and Y are some symmetric

matrices such that

,

then

,

If the matrix inequalities (2.113) and (2.114) are satisfied, then = and =

are upper bounds for the CARE solution P and its inverse , respectively.
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means of an appropriate replacement of matrices in (2.37) by matrices

, the inequalities in (2.115) and (2.116) actually

correspond to (2.36). The same refers to (2.121) and (2.39). Since matrices (2.15) are

upper bounds for satisfying in accordance with Theorem 2.13 the inequalities

the lower matrix bounds (2.114) for P satisfy the inequalities

(2.120)., which proves the statements.

Remark 2.16 Theorem 2.12 can be applied to get tighter matrix bounds for the CALE

solution. In a similar way, Theorem 2.23 suggests a possibility to improve both lower and

upper matrix bounds for the CARE solution. The only restriction in its application concerns

the existence of matrices K and G, such that the matrices in (2.95) (for the upper bound)

and (2.96) (for the lower bound) belong to the set . This restriction is less conservative

than the usual and rather not realistic assumptions for positive definiteness of matrices

and Q. If this is so, there always exist positive scalars and q, such that the matrices

belong to the set and even to the set .

Corollary 2.6 Suppose that the inequalities (2.113), (2.114) are satisfied. Then, the

extremal eigenvalues and the trace of the CARE solution can be bounded as follows:

(2.122)

(2.123)

(2.124)

where matrices , i = 1, 2,… are given in (2.115) and (2.16), respectively.

Proof. The bounds (2.122)-(2.124) follow easily from Theorem 2.24.

Theorem 2.25 Let , , denotes some nonnegative lower bound for the i-th

eigenvalue of the CARE solution P in (1.6). The solution trace of the CARE has the

following bounds:
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(2.125)

(2.126)

(2.127)

where the upper estimates hold if (2.125), ((2.126) and (2.127)),

and the scalars , are defined in (2.48).

Proof. Consider the modified CARE (2.97) and the associated with it matrix inequality:

(2.128)

Having in mind the singular value decomposition (2.109) of the stable matrix (2.95)

the above inequality can be rewritten as:

Pre-multiplication of the first inequality by and of the second one by results in:
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Application of the trace operator to both sides of (2.125)-(2.127) leads to the following

respective scalar inequalities:
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The upper trace bounds for the CARE solution follow easily when the used to improve

trace bounds for the CALE solution Theorem 2.14 is accordingly applied. E.g., the right-

hand side of (2.128) can be evaluated as in (2.54) and (2.55), having in mind that here P

denotes the CARE solution, and instead of we consider now . The same refers to the
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rest of the trace bounds by replacing and using

(2.132) and (2.133).

Theorems 2.23 and 2.24 show how lower and upper bounds for the CARE solution can be

used to improve matrix and trace bounds in sense of tightness, respectively. The statements

are based on the modified CARE’s (2.97) and (2.98). Now, a based on the CARE (1.6)

similar approach, is suggested to derive lower bound for the solution trace.

Theorem 2.26 Suppose that nonnegative scalars exist. The trace of the

CARE solution has the following lower bound

(2.134)

where

(2.135)

The scalars are defined in (2.48) and .

Proof. Consider the CARE (1.6) and the associated with it trace equality

(2.136)

Having in mind (2.47) and (2.48) the next trace estimations can be done:
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(2.138)

Additionally,

(2.139)

By making use of (2.136)-(1.139) and using the notation , one finally gets the

following quadratic in the solution trace inequality

The parameters a, b, and c are given in (2.135). This completes the proof of the bound

(2.134).

Remark 2.17 If the eigenvalue bounds for the solution P are not taken

into account the bound (2.134) is equal to the lower trace estimate (1.35). In the opposite

case, (2.135) is tighter than (1.35) for all appropriate matrices A, B and Q. This fact

illustrates the advantage of using available solution bounds in the estimation process.

Finally, lower and upper bounds for the CARE solution can be applied to estimate the

performance index J (1.7). For any lower and upper matrix bound one has

2.8 THE CASE
Motivated by the fact that upper bounds validity depends crucially on the conservative

condition , an attempt to overcome this difficult problem in solution estimation was
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firstly made in 1997. It was suggested in [30] to replace the condition for negative

definiteness of the symmetric part of the coefficient matrix A in (1.2), with a less restrictive

one. i.e., , for some nonsingular matrix T which needs to be computed. The

nonsingular transformation preserves the eigenvalues of matrix A, but it changes the

eigenvalues of its symmetric part. Finally, due to Theorem 1.6, the desired property for the

transformed matrix A can always be achieved. As a result, the upper trace and maximal

eigenvalue solution bounds (1.53)-(1.55) were obtained.

Our purpose is to show that if such an approach is applied, respective based on the singular

value decomposition approach computable upper bounds for the CALE can always be

obtained, as well.

Suppose that , for some matrix T and consider the modified CALE (1.52).

All upper scalar and matrix upper bounds for the CALE solution hold, if . In the

opposite case, i.e. , one has , in accordance with Theorem 2.1. Having in

mind (2.1) and (2.2) the transformed matrix can be represented as:

,

Then, the CALE (1.52) is rewritten as:

or,

where the transformed solution and right-hand side matrix are given in (1.52). Various

based on the singular value decomposition approach lower and upper, scalar and matrix

bounds can be derived for the solution of the transformed CALEs and using some suitable

estimation techniques they can be used to obtain respective bounds for the CALE solution

(1.2).

As it was already said, such a transformation based estimation approach may result in

serious problems concerning the computational complexity. This is the main reason why,

our main purpose is to extend the bounds validity via the derivation of internal bounds

(Definition 1.4).
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CHAPTER THREE

BOUNDS FOR THE DISCRETE-TIME EQUATIONS

3.1 THE SINGULAR VALUE DECOMPOSITION APPROACH

As far as upper bounds are concerned, the main difficulty in the estimation problem for the

DALE solution consists in the rather conservative assumption that the spectral norm of the

coefficient matrix in (1.9) is less than one. It may be compared to the assumption that the

symmetric part of the stable in continuous-time sense matrix A is negative definite. An

approach to overcome to a certain extent this shortcoming for the CALE bounds was

suggested in the previous chapter. The extension of the set of stable in discrete-time sense

matrices for which upper bounds for the DALE solution are computable, will be

investigated now.

Consider the singular value decomposition of an arbitrary n x n matrix A in (2.1) and (2.2).

If A is stable in the continuous-time sense, then positive definiteness of matrices

is guaranteed. Since a stable in the discrete-time sense may be

singular, then are positive (semi)-definite matrices, in the general case. Having in

mind this and (2.1) the singular value decomposition of the coefficient matrix in the DALE

(1.9) is

(3.1)

(3.2)

where and the diagonal matrix contains the r positive singular values

of A.  Consider the accordingly partitioned orthogonal matrix
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(3.3)

Define the matrix sets:

where the r x r matrices and are given in (3.2) and (3.3), respectively. S is the set of

stable matrices, is the set of matrices with spectral norms less than one and is a new

matrix set, which shall be extensively used to get less restrictive validity conditions for the

upper solution bounds.

Define the matrices

(3.4)

(3.5)

Theorem 3.1 The following statements hold:

(i)

(ii) , if and only if some positive scalars exist, such that are Lyapunov

matrices for A.

Proof Suppose, that , or equivalently, . Since F is an orthogonal

matrix, its spectral norm is equal to one, which means that , by necessity. The

spectral norm of matrix can be evaluated as follows:

Therefore, only if , which proves the first statement.

Suppose that some positive scalar exist, such that (3.4) is a Lyapunov matrix for A, i.e

r-nr,-nr,r RRR 







 222112

2221

1211 ,,,, FFFF
FF
FF

UVF T
rr,-nR

}10)det(:,{  IAAA nRS

}1)(:,{ 1  AAA n
1 RS

}1)(:,{~ 21
11

21
1  rr FAA nRS

r 11F
1S S~

0,
0

0~,~
12

1,

,
111 







 




 
 rnrrn

rnrrT

I
UU

,0,
0

0~,~
22

2,

,
222 







 




 
 rnrrn

rnrrT

I
VV

SS 1 ~


S~A 21,  2
1

1 ,

1SA 1)()( 11  rA 

1)( 111 F

21
11

21
rr F 

1)()()()( 11111
21

11
21

1  rrrr FF 

1SA S~A

1



Taking into account (3.2)-(3.4) one gets:

Since , one finally has

(3.6)

which proves the necessity part of statement (ii) for .

Now, consider the case in which (3.5) is Lyapunov matrix for A, i.e

Having in mind (3.2), (3.3) and (3.5) one gets:
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Since , one finally has

(3.7)

which proves the necessity part of statement (ii) for .

Suppose that , i.e.

and consider (3.6) and (3.7). Obviously, there always exist some positive scalars ,

such that

(3.8)

(3.9)

These inequalities guarantee that
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Therefore, for satisfying (3.8) and (3.9), respectively, are Lyapunov

matrices for A.

Lemma 3.1 The following statements hold:

(i) , only if in (3.4), (3.5) are Lyapunov matrices for some satisfying

(3.8) and (3.9)

(ii) if and only if where

(3.10)

(iii) Let .  If the positive scalars are chosen to satisfy the inequalities

(3.11)

(3.12)

then, and are Lyapunov matrices for A .

(iv)If A is a nonsingular matrix belonging to the set , then in (3.10) are Lyapunov

matrices for it.

Proof. Statement (i) follows from Theorem 3.1.

(ii) Having in mind (3. 1)-(3.3) and (3.10) consider the matrix

Therefore, if A belongs to the set , it follows that and vice

versa

(iii) Suppose that for some positive scalar one has:
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It follows that is a Lyapunov matrix for A, in this case. Now, let
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which proves that is a Lyapunov matrix for A, in this case.
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This proves the statement.

Remark 3.1 Theorem 3.1 and Lemma 3.1 can be viewed upon as corresponding to

Theorem 2.1 for the discrete-time case. They show how the conservative set can be

extended to the set . Also, a natural accordance between the sets , (continuous-

time) and , (discrete-time) exists, i.e. corresponds to , corresponds to ,

and , . The extension of the matrix set for which computable upper

bounds for the DALE solution exist is based on the fact that if the coefficient matrix A in

(1.9) belongs to the set , then easily computable Lyapunov matrices exist for it.

Example 3.1 Consider the stable matrix

If , then and none of the upper bounds (1.39), (1.42) is computable. The

application of the upper bounds (1.65)-(1.68) requires an additional computational

procedure (see (1.63)).  The next table illustrates how the parameter influences the

singular value of A and the eigenvalue of the matrix product .

4 4 1

3 3 0.75

2 2 0.5

1 1 0.25

0.25 0.25 0.125

0 0.25 0

Table 3.1 Dependence of and on

It follows that is satisfied for , while , for .
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3.2 BOUNDS FOR THE DALE SOLUTION

3.2.1 TRACE BOUNDS

The significance of the singular value decomposition approach in getting less restrictive

conditions for the validity of various scalar and matrix upper bounds will be illustrated.

Before that, consider the following result.

Let X be a Lyapunov matrix for A. Then, one has:

(3.13)

Therefore, X is a Lyapunov matrix for A, if and only if is a Lyapunov matrix for .

Remark 3.2 In what follows, it is assumed that under the condition , the parameters

are chosen to satisfy the exact conditions (3.8), (3.9), or the sufficient conditions

(3.11), (3.12) , respectively, i.e. given in (3.4), (3.5) are Lyapunov matrices for the

coefficient matrix A.

Theorem 3.2 Suppose that . The trace of the DALE solution (1.9) can be bounded

from above as follows:
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Proof Due to Theorem 3.1, if and only if are Lyapunov matrices for the

coefficient matrix A for some positive scalars . By making use of (3.13), one gets

Now, consider the DALE pre-multiplied by , i.e.

and by :

Application of the trace operator to both sides results in:

)(10 2121
1

 AXXXXAAT 

)( 2121
1 XAX T

011   XAAX T

1X TA

S~A

21, 

21 ,

S~A

S~A 2
1

1 ,

21, 

011  TAA

01
2

1
2   TAA

1

QPPAAT
111 

1
2


QPPAAT 1
2

1
2

1
2

 



(3.15)

which proves the first bound in (3.14), and

(3.16)

and the second bound in (3.14) follows.

Theorem 3.3 Let . The trace of the DALE solution (1.9) has the following upper

bound:

(3.17)

where in (3.4), (3.5), are Lyapunov matrices for A.

Proof , if and only if are Lyapunov matrices for A. Consider the DALE (1.9)

pre- and post-multiplied by

(3.18)

and by

(3.19)

where and . Note, that , and , which

makes possible to apply the estimates in (1.65), (1.67) for the modified DALEs (3.18) and

(3.19), which leads to the bound in (3.17).

Theorem 3.4 The trace of the DALE solution has the following lower bounds:

(3.20)
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Proof The left hand-sides in (3.15) and (3.16) can be estimated as follows:

and

and the first two bounds in (3.20) are proved. Having in mind (1.10), the third one follows.

3.2.2 UPPER EIGENVALUE BOUNDS

The singular value decomposition approach can be applied to derive bounds for the

maximal eigenvalue of the DALE solution matrix under relaxed validity constraints.

Theorem 3.5 The maximal eigenvalue of P in (1.9) has the following upper bound:

(3.21)

,

,

,

Proof Suppose that , let x be an eigenvector corresponding to the maximal

eigenvalue of P and consider the DALE (1.9) pre- and post-multiplied by the vectors ,

respectively, i.e.
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This proves the first bound in (3.21).

Let , i.e. are Lyapunov matrices for A. Having in mind, that , and

, application of bound for (3.18) and (3.19) results in the following bounds for

their solution matrices , :

and

The maximal eigenvalues of and can be estimated from below as:

,

and the respective bounds in (3.21) are proved.

Remark 3.3 Theorem 3.4 can be generalized for arbitrary positive definite matrix T, such

that , where , i.e. is a Lyapunov matrix for A. Consider the

modified DALE (1.64) and the applied for A and Q replaced with and , bound

in (3.21), which results in the following estimate for the maximal eigenvalue of

in (1.64) and P in (1.9):
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The upper bound (3.22) for the maximal eigenvalue of the DALE solution P is tighter than

the bound in (1.65), since

If , then for T = I, one has , and the bound in (3.21) is obtained. This

estimate is tighter than the similar bound in (1.39).

Corollary 3.1 Let A be a nonsingular matrix belonging to the set . The trace and maximal

eigenvalue of the DALE solution can be estimated as follows:

(3.23)

, (3.24)

where and .

Proof Having in mind (3.1), (3.2), (3.4) and (3.5), if A is a nonsingular matrix, one has

In accordance with Theorem 3.1, Lemma 3.1 and (3.11), it follows that are

Lyapunov matrices for A, or, equivalently, are Lyapunov matrices for . Bounds

(3.23) and (3.24) follow from the respective estimates (3.14) and (3.21), when the non-

singularity of A is taken into account.

3.2.3 MATRIX BOUNDS

Theorem 3.6 Suppose that . For arbitrary , the following

statements hold:

(i) the DALE solution matrix has the following upper bound:
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, (3.27)

(3.28)

(ii)

Proof Having in mind (3.28), the solution of the DALE (1.10) can be rewritten as follows:
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Consider the matrix

…
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Substitution of (3.30) into (3.29) results in:
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Therefore, the solution of the CALE is given by:

The matrices in (3.28) are positive (semi)-definite, which makes possible to estimate the

sum in (3.26), (3.27), as follows:

for arbitrary finite integers a = 0, 1,.., and q = 0, 1, …. This proves statement (i).

Consider the difference matrix:

This proves the second statement of the Theorem.

Theorem 3.7 Suppose that , for some positive definite matrix T. The

solution of the DALE (1.9) has the following upper matrix bound:

(3.31)

for all , where and

(3.32)

(3.33)
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(3.34)

Proof. Consider the modified DALE (1.64). If , then application of the bound

(3.25) for the solution in (1.64) results in the estimate

where

,

Since, , we obtain the transformed matrices

where are given in (3.33), (3.34), respectively. Then,

Finally, the DALE solution matrix P is estimated as:

where the positive (semi)-definite matrix is given in (3.32)-(3.34). This proves the

upper matrix bound (3.31).

Remark 3.4 Consider the upper matrix bounds (1.68) and (3.31). For p =1, and

a = q = 0, one gets . In accordance with statement (ii) in Theorem 3.6, it follows

that .
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Corollary 3.2 Suppose that and consider the bound in (3.31)-(3.34). The DALE

solution matrix has the upper bounds

(3.35)

(3.36)

for arbitrary , where the upper bound is given in (3.31),

(3.4) and (3.5) are Lyapunov matrices for A in accordance with statement (iii) in

Lemma 3.1. Also,

, (3.37)

Proof. Under the supposition that A belongs to the set , and having in mind Lemma 3.1,

it follows that (3.4) and (3.5) are Lyapunov matrices for A, i.e.

The bounds (3.35), (3.36) and the matrix inequalities (3.37) follow from Theorem 3.7,

when applied for

Theorem 3.8 [118] If , the following upper matrix bounds for the DALE solution

hold:

(3.38)

(3.39)

where the matrices (3.4) and (3.5) are Lyapunov matrices for A in accordance with

statement (iii) in Lemma 3.1

Proof. Under the supposition that , the matrices in (3.4) and (3.5) can be always

chosen to satisfy the inequalities:

,

Consider the positive scalars and in (3.38) and (3.39), respectively. From their

definition it follows, that
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and

Consider the DALE (1.9) rewritten as:

From Theorem 1.8 it follows that

,

This proves the bounds in (3.38) and (3.39).

Corollary 3.3 The maximal eigenvalue and the trace of the DALE solution have the

following upper bounds:

, if (3.40)

, if (3.41)

, if (3.42)

(3.43)

, if (3.44)

if (3.45)

where the upper matrix bounds , for P in (1.9) are given in (3.25),

(3.35), (3.36), (3.38), (3.39), respectively.

Due to (1.10), the DALE solution matrix can be estimated from below as:
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If is a singular matrix, but (A, C) is an observable pair, then P is the unique

positive definite solution of the DALE (see Theorem 1.4). This condition is equivalent to

Therefore, the solution P can be always bounded from below by a strictly positive definite

matrix with , in this case. Also, using this lower bound, the minimal eigenvalue

of P has the nontrivial lower estimate

(3.46)

The bound is actually used to get the lower trace bound in (3.20).

3.3 IMPROVEMENT OF BOUNDS

Under some condition there exists a procedure via which any upper matrix and scalar

bound for the DALE solution can be improved in sense of tightness.

Theorem 3.9 Suppose that there exists a matrix , satisfying the inequality

(3.47)

Then, for any one has:

(3.48)

(3.49)

Proof. Denote ,  and consider the difference matrix

This proves the inequalities in (3.48).  Now, if the inequality (3.47) is satisfied, then the

DALE is rewritten as
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Having in mind, that A is a stable matrix, this is possible only if . From the

DALE (1.9) one gets:

……

This proves that is an upper matrix bound for the DALE solution.

Corollary 3.4 Let (3.47) holds for some symmetric matrix . The maximal eigenvalue

and the trace of the DALE solution have the bounds

(3.50)

(3.51)

with

(3.52)

(3.53)

Corollary 3.5 Let . For any given positive integer i, the DALE solution matrix, its

maximal eigenvalue and its trace have the following upper bounds:

, (3.54)

, (3.55)

, (3.56)

, (3.57)

where matrices are given in (3.38), (3.39), respectively.
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Proof If , the upper matrix bounds (3.38) and (3.39) for the DALE solution satisfy

the inequality (3.47). In other words, meet the supposition made in Theorem 3.8

and the inequalities (3.49) hold for , which proves the matrix bounds (3.54)

and (3.55). Then, the scalar bounds (3.56) and (3.57) follow.

It has been shown how upper matrix bounds can be improved in sense of tightness. As a

consequence, such an improvement can be achieved for the maximal eigenvalue and the

trace bounds. Moreover, all upper bounds based on the condition S~A are less

conservative, with respect to validity requirements, than the ones requiring .

The next results illustrate another approach for improvement of upper trace bounds for the

DALE solution matrix.

Theorem 3.10 Let be a symmetric matrix satisfying the inequality (3.47) and some

nonnegative scalars exist. The trace of the DALE solution has the

upper bounds:

(3.58)

,                        if (3.59)

,       if (3.60)

,  if (3.61)

where the positive scalar is defined in (2.48).

Proof. If satisfies (3.47) it is an upper matrix bound for P in (1.9), or, some positive

(semi)-definite matrix exists, such that and (1.9) is rewritten as:

Application of the trace operator to both sides of this DALE results in:

The right-hand side of the above trace identity can be estimated as follows:
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This proves the first trace bound (3.58).

Consider the DALE (1.9) and the trace equality:

Denote . Having in mind (2.47) the right hand-side can be estimated as:

where

This results in the inequality:

This proves the bound (3.59). If , then , are Lyapunov matrices for A, in

accordance with Remark 3.2, or equivalently, their inverses are Lyapunov matrices for

(see (3.13)). Consider the trace equalities (3.15) and (3.16). Application of the same

scheme leads to the proof of the bounds (3.60) and (3.61).

Remark 3.5 The following general conclusions can be drawn from the trace bounds (3.58)-

(3.61):
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(i) Bound (3.58) is an always tighter upper estimate for the DALE solution trace than

for any satisfying the inequality (3.46) upper matrix bound for P. Note, that

, by definition. If , then , which is

possible if and only if . By uniqueness of the DALE solution it follows

that and , in this case.

(ii) By definition, the scalar is always nonnegative. Therefore, the following

concerning similar bounds relations hold: .

If the lower eigenvalue bounds are all positive, the equality sign is

possible if and only if

If this is so, the bounds coincide and provide the exact solution trace.

3.4 UNCONDITIONAL MATRIX BOUND

The existence of upper matrix and scalar bounds for the CALE solution which are always

valid has been already proved. Following the same approach it will be shown that such

unconditional bounds can be derived for the DALE solution, as well.

Consider the Schur decomposition of matrix A in (2.77). Having in mind that A in (1.9) is

a stable in the discrete-time sense matrix, one gets for the diagonal elements of matrix T

the condition With this preliminary remark the following

corresponding to Lemma 2.7 condition can be formulated.

Lemma 3.2 A n x n matrix A is stable in the discrete-time sense if and only if a positive

scalar exists, such that is a Lyapunov matrix for A, where E is a diagonal

matrix with entries

Proof. Let A be a stable matrix and consider the matrix

Matrix is negative definite if and only if
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(3.62)

where the upper triangular matrix is defined as follows:

This makes possible to rewrite it as:

where is a diagonal matrix containing the eigenvalues of A, and , is an

upper triangular matrix containing the off-diagonal entries of T. Condition

(3.62) can be now rewritten as:

(3.63)

Since A is a stable matrix, then . Obviously, some sufficiently small

always exists, such that (3.63) is satisfied. In particular, if , i.e., , the

condition (3.63) holds for and is a Lyapunov matrix for A.

Obviously, if (3.63) is satisfied, A is a stable matrix. This completes the proof of the Lemma.

Remark 3.6 As in the continuous-time case (see Lemma 2.8), there exist different ways to

compute an appropriate , i.e. to construct a Lyapunov matrix for A . Note, that for

, (3.64)

Having in mind (3.63), application of Theorem 2.17 helps to compute (if )from the

inequality
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which actually corresponds to condition (v) in Lemma 2.8 for the continuous-time case.

When appropriately modified, the rest of the sufficient conditions for the satisfaction of

(3.63) in Lemma 2.8 can be also applied for the computation of the parameter , which

completely defines the Lyapunov matrix for A. As it was already emphasized, having at

disposal a Lyapunov matrix for the coefficient matrix guarantees the existence of all types

of upper bounds for the CALE and the DALE solutions. The based on Lemmas 2.7 and 3.2

bounds are always computable, in sense that no additional restrictive suppositions are made

with respect to the coefficient matrix A, and they depend entirely on the parameters of the

respective equation, and no additional computational procedures, like LMI solution, is

needed, in this case.

3.5 FURTHER EXTENSION OF VALIDITY SETS

The application of the singular decomposition approach helps to extend the set of the stable

matrices for which computable upper bounds for the solution of DALE exist. This resulted

in the definition of the less conservative matrix . It has been shown how the fact that

matrix A belongs to this set can be used to derive upper bounds under less restrictive

conditions for validity. Now, in an attempt to decrease further this conservatism, we shall

try to extend the validity sets and .  Consider a simple motivating example.

Example 3.2 Let the following matrix be given:

Obviously, A is a stable matrix if . Suppose that , which guarantees stability

of A, but , in this case, and none of the upper bounds for the DALE solution

requiring can be used, in this simple case. Consider now matrix
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Therefore, if A is a stable matrix, then , or .

It will be shown how this fact can be used to extend the conservative matrix set . Also,

an attempt to extend the set will be made. Before that, all important results concerning

the conditions for validity of upper bounds obtained in this Chapter will be briefly

summarized.

The sets and are characterized by the conditions and (see

Lemma 3.1), respectively, where matrices and are defined in (3.10). Since

, the first condition can be represented in terms of matrices and

as:

It has been proved in Theorem 3.1 that , and the above inequality illustrates also

this fact, since .

Consider the matrix . Having in mind the singular value decomposition of A in (3.1),

(3.2) and the notation (3.3), one gets:
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It follows that the singular value decomposition of is given by:

, (3.65)

where and the diagonal matrix contains the positive

singular values , of .

Denote

(3.66)

(3.67)

(3.68)

Lemma 3.3 X is a Lyapunov matrix for , if and only if

is a Lyapunov matrix for A.

Proof. It follows from the matrix equality

Lemma 3.4 Define the extended matrix sets:

(i)The following statements are equivalent:

(a)

(b) , where matrices , are defined in (3.10)

(c) , where matrices and are defined in (3.66)

(d) is a Lyapunov matrix for A
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(ii) The following statements are equivalent:

(a)

(b) there exist some positive scalars , such that

(3.69)

(3.70)

are Lyapunov matrices for A, where are given in (3.67), (3.68).

(iii)

Proof Statement (i):

(a) (b) Suppose that . From (3.65) it follows that .

(b) (c) Let . Having in mind (3.66), one obtains ,

which implies statement (c).

(c) (d) If (c) holds, then the proof follows from Lemma 3.3 applied for k = 2

(d) (a) Due to Lemma 3.2, this implication is obvious.

This completes the proof of statement (i)

(ii) Statement (ii):

(a) (b) If , then application of statement (ii) in Theorem 3.1 for with singular

value decomposition (3.66) and given in (3.67), (3.68) guarantees that and

are Lyapunov matrices for , in this case. From Lemma 3.3 applied for ,

and k = 2, one gets (b).

(b) (a) According to Theorem 3.1, statement (ii), but now applied for it follows, that

.

This completes the proof of statement (ii).

(iii) Let , then

and in accordance with statement (i), (b) it follows, that . Let , which is

equivalent to the inequality , in accordance with statement (i), (c). Since

, it follows that .
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This completes the proof of the Lemma.

Obviously, the process of set extension for stable matrices for which computable upper

bounds for the DALE solution can be continued by considering the cases . E.g.

Lemma 3.3 provides exact condition under which a Lyapunov matrix for A exists, if a

Lyapunov matrix for has been defined. The observed decrease in conservatism is due

to the fact that as the integer k increases, one gets less and less restrictive requirements for

validity of all upper bounds considered here.

3.6 BOUNDS FOR THE DARE

Various scalar, matrix, lower and upper bounds for the positive definite solution of the

DARE (1.14) have been suggested. With only two exceptions, they require positive

definiteness of matrix Q for lower bounds (e.g. (1.43), (1.49)) and positive definiteness of

matrix for upper bounds (e.g. (1.44), (1.45), (1.48), (1.50)). The first exception is due

to the lower matrix bound (1.59), which is always applicable. The other one is the upper

bound in (1.59), which is valid for singular, but requires stability of the coefficient

matrix A, which is not realistic, as well.

The fact that (A, B) is a stabilizable pair by assumption (see Theorem 1.5) is important, but

usually it is not taken into account. An attempt to overcome to a certain extent the main

stated difficulties will be made in this part.

Having in mind Remark 1.1, consider the DARE (1.14) rewritten as follows:

where , and . Using the notation , and by adding and

subtracting in the left-hand side of the equation, the DARE takes the form

It can be compactly represented as a DALE-type:

(3.71)
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where . The pair (A, B) is stabilizable, and

therefore some matrix K always exists, such that is a stable in the discrete-

time sense matrix, i.e. from now on we shall assume that in (3.71) is stable.

Lemma 3.5 The solution P of the DARE (1.14) is bounded from above by the solution U

of the DALE

(3.72)

and, consequently, by any upper bound for it.

Proof. Matrix is positive (semi)-definite, and (3.71) implies the inequality

Therefore,

Since is a stable matrix, this is possible only if . Obviously, if , then

is also an upper bound for the DARE solution P.

Theorem 3.11 The solution of the DARE (1.14) has the following upper bounds:

,           if (3.73)

,             if (3.74)

where , (3.4) and (3.5) are Lyapunov matrices for in accordance

with statement (iii) in Lemma 3.1,
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, if (3.76)

for arbitrary , where ,

,                              if (3.77)

,                          if (3.78)

for arbitrary , where the upper bound is given in (3.76),

(3.4) and (3.5) are Lyapunov matrices for in accordance with statement (iii) in

Lemma 3.1. In addition, for all p = 1, 2,.., one has

, , (3.79)

Proof. Having in mind Lemma 3.5, the proof of the upper matrix bounds (3.73)-(3.78) is

entirely based on Theorem 3.8 (for bounds (3.73), (3.74)), Theorem 3.6 (for bound (3.75)),

Theorem 3.7 (for bound (3.76), and Corollary (3.1) (for bounds (3.77) and (3.78)), when

the respective statements are applied for and in (3.72) instead of A and Q in (1.9).

The same refers to the matrix inequalities (3.79).

Remark 3.7 Due to Lemma 3.5, it is possible to estimate the DARE solution from above

by the upper bounds for a respective DALE solution. In other words, it is very important

to have less restrictive with respect to validity upper bounds for the DALE solution matrix.

The bounds (3.73), (3.74), (3.77) and (3.78) are preferable to the estimates (3.75) and (3.76).

Moreover, the bounds (3.73), (3.74), (3.77), (3.78) are valid whenever the bound (3.75) is

computable. When the upper estimate (3.76) is obtained as a result of the computation of a

satisfying the validity condition unknown matrix T, it is an external bound. The

upper matrix bounds given above can be used to derive upper bounds for the maximal

solution, i.e.
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, if (3.80)

, if (3.81)

,                               if (3.82)

,     if (3.83)

and for the trace of the DARE solution:

, if (3.84)

,                                 if (3.85)

,                                  if (3.86)

,        if (3.87)

where matrices , , , are defined in Theorem 3.11.

The upper matrix bounds due to Theorem 3.11 are obtained in accordance with Lemma 3.5,

which states that the DARE solution can be bounded from above by the respective upper

estimates for the solution of the DALE (3.72). This means that under the respective

conditions for validity and having in mind that the matrix pair (A, Q) must be suitably

replaced with the pair ( , ), all upper bounds for the DALE (3.73) are actually bounds

for the DARE solution (see, e.g. Theorems 3.2 and 3.3).

Besides the fact that due to the inequalities in (3.79) the respective eigenvalue (3.80)-(3.83)

and trace (3.84)-(3.87) bounds are getting tighter and tighter as the parameter p increases,

some upper DARE estimates can be improved in sense of tightness, as well. Consider the

upper matrix bounds (3.73) and (3.74). They are based on inequality (3.47), which in these

particular cases takes the form

, (3.88)

This means that the bounds for the DARE solution can be improved in sense of

tightness in accordance with Corollary 3.5, i.e. for any , one gets the matrix

bounds:
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, (3.90)

This helps to get respective scalar bounds:

, (3.91)

(3.92)

Having in mind that in (3.71) is a positive (semi)-definite matrix, and

application of Theorem 3.10 for (A, Q) replaced with ( , ) in (3.72) results in the

following tighter upper trace bounds for the DARE solution P:

(3.93)

,                      if (3.94)

,      if (3.95)

,    if (3.96)

where are defined in (3.74) and (3.75), respectively, , the

positive scalar is defined in (2.48) and (3.4) and (3.5) are Lyapunov

matrices for in accordance with statement (iii) in Lemma 3.1. The nonnegative scalars

can be chosen as the eigenvalues of the given in (1.59) lower matrix bound for

P, which holds for any positive semi-definite matrix Q. Note, that , which means

that , is an admissible choice, as well.
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CHAPTER FOUR

NUMERICAL EXAMPLES

The applicability of the suggested bounds for the four algebraic equations will be illustrated

by numerical examples and compared with available similar bounds with respect to validity

and tightness. Before that, define the percentage errors in lower and upper scalar bounds

as follows:

(4.1)

(4.2)

Also, the nonnegative scalars

(4.3)

(4.4)

(4.5)

will be used to evaluate the quality of the respective bounds, where are a lower and

an upper matrix bounds for P, respectively. In fact, d and D represent the minimal and the

maximal eigenvalues of the “error” matrix, and denotes the i-th eigenvalue of the

“average estimation” matrix. The “average” eigenvalue of an n x n symmetric matrix M is

defined as

(4.6)

4.1 THE CALE BOUNDS
Example 4.1.1 Fifth order industrial reactor [6]
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Consider a stable coefficient matrix:

For , the trace and the eigenvalues of the positive definite solution for the CALE

(1.2) are: and

Although A is a stable matrix, its symmetric part is not negative definite ( ),

and therefore, none of the based on the condition upper bounds can be used in

this case.

Lower bounds for the minimal eigenvalue and the trace of P:

, (4.7)

, (4.8)

i.e.

(4.9)

Using the obtained here bounds the following estimates have been computed:

(i) Lower bounds:

, (4.10)

where in (2.71),
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, (4.11)

where the two bounds in (2.35) represent the traces of the lower matrix bounds , with

(see Theorems 2.12 and 2.13), i.e.

(4.12)

Although , the orthogonal matrix F in (2.1) is stable ( ), i.e.

and all upper bounds based on this condition are computable, in this case.

(ii) Upper bounds:

, (4.13)

where the three bounds in (2.42) represent the maximal eigenvalues of the upper matrix

bounds , with (see Theorems 2.11 and

2.13).

, (4.14)

where the three bounds in (2.43) represent the traces of the upper matrix bounds ,

with (see Theorems 2.11 and 2.13), i.e.

(4.15)

From (4.12) and (4.15) one gets the following lower and upper bounds for the extremal

eigenvalues and the trace of the solution matrix in (1.2):

(4.16)

Finally, consider the indicators in (4.3)-(4.6), computed for the lower matrix bound and

the upper matrix bound as follows:
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;

,

Conclusions. Having in mind the obtained results, the following conclusions can be drawn.

(i) Due to the application of the singular value decomposition approach all kinds of upper

bounds for the CALE solution are computable, while the based on the conservative

condition available estimates are inapplicable, in this case.

(ii) From (4.9) and (4.16) it becomes clear, that the presented here bounds are tighter than

the existing similar estimates.

(iii) The eigenvalue “error” varies between d = 0.004 and D = 0.12 and the trace “error” is

. The indices and are very close to the solution

eigenvalues and trace, which means that the respective bounds are rather satisfactory. E.g.

, etc., .

The “average” solution eigenvalue

belongs to the tight interval

with lower and upper error 10.8% and 19.3%, respectively.

Example 4.1.2 Six-plate gas absorber [28]

The stable coefficient matrix in (1.2) is given by:
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The symmetric part of A is negative definite ( ) and the same refers to

the symmetric part of the orthogonal matrix F ( , i.e. ,

by necessity. This means that all upper bounds based on the condition are also

applicable, in this case. For Q selected as an 6 x 6 identity matrix, the solution’s eigenvalues

and trace have been computed as:

, tr(P) = 6.7809.

(i) Lower bounds:

= 0.2242 = bound (1.16) = bound (1.17) = bound (1.18) = bound (1.74)        (4.17)

,

The coincidence of three lower bounds for the minimal eigenvalue of P with the exact

value is a remarkable fact. The lower trace bounds are not tight at all.

(ii) Upper bounds:

,

,

Both upper bounds are very sharp.

The following estimates for the CALE solution have been obtained using the suggested

here bounds.

(i) Lower bounds:

= 0.2242 = bound (2.18)

,

(ii) Upper bounds:

,

,
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The computed for the lower matrix bound , in (2.32) and the

upper matrix bound in (2.27), estimation indicators in

(4.3)-(4.6), are:

;

,

Conclusions. The obtained via the singular value decomposition approach bounds are

again tighter. All lower and upper estimates produce almost the exact values. This fact is

confirmed by the values obtained for the error indicators and the “average” solution

estimates. Also, the lower and the upper matrix bounds and represent very

satisfactory approximations of the solution matrix P, in this case.

Now, consider the same coefficient matrix A with singular right-hand side matrix

The eigenvalues and the trace of the solution P are:

, , tr(P) = 6.105423.

Matrix Q is singular and the available lower bounds for the minimal eigenvalue of P are

either inapplicable (bounds (1.17), (1.25), (1.69)-(1.75)), or they provide the trivial

estimate (bounds (1.16), (1.18)). Matrix is positive definite,

with , which means that the supposition made in Theorem 2.8 is satisfied.

This helps to get the lower eigenvalue bound:

bound (2.19),
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The upper eigenvalue bound (1.19) requires positive definiteness of Q, and therefore can’t

be computed, as well. For the solution trace we obtain the estimates:

,

,

Obviously, bounds (1.20) and (1.24) are not satisfactory, while the upper trace bound (1.23)

is a tight one. The bounds based on the singular value decomposition approach are

computed as follows:

,

,

,

Conclusions. The available lower eigenvalue bounds are not computable in this case. The

obtained here estimates (2.19) and (2.17) are rather satisfactory. Both the lower (2.16) and

the upper (2.6) trace bounds are very tight and are preferable to the respective estimates

(1.20) and (1.23).

Example 4.1.3 Distillation column [111].

Consider the stable coefficient matrix

For , the eigenvalues and the trace of the CALE solution P are computed as

follows:

, tr(P) = 6.0667.

Since , the upper bounds based on the condition can’t be applied,

in this case. The following scalar solution bounds were computed:
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,

,

The tightest lower scalar bounds are due to (1.17) and (1.22), i.e.

(4.18)

Since the orthogonal matrix F is stable, i.e. , all upper bounds based on the singular

value decomposition approach are applicable.

By making use of (2.28) and (2.32), an upper and a lower matrix bounds for the CALE

solution have been computed:

These bounds were used to compute the improved estimates from (2.35) and (2.36),

respectively. The following results were obtained:

, bound (2.41),

,

,

,

The lower eigenvalue bound in (4.18) is sharper, in this case. The upper eigenvalue bound

(2.42) is satisfactory, while both trace estimates (2.35) and (2.43) are rather tight. As a

whole, the obtained bounds are good, which also becomes evident from the indicators in

(4.3)-(4.6), computed for the lower matrix bound and the upper matrix bound as

follows:
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The “average” solution eigenvalue

belongs to the tight interval

The eigenvalues of the matrix bounds and the exact solution are presented below:

eigenvalues P

3.2347 3.2518 3.6260

1.7435 1.7462 1.7715

1.0091 1.0129 1.0178

0.0456 0.0490 0.0599

0.0043 0.0068 0.0076

Table 4.1 Eigenvalues of the solution P and its bounds (Example 4.1.3)

Example 4.1.4
Consider the stable coefficient matrix

For , the trace and the eigenvalues of the CALE solution are: tr(P) = 586.2329,

,
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The symmetric part of A is not a negative definite matrix ( ) and hence the

upper bounds requiring that are not applicable.

(i) Lower bounds:

The lower bounds for the minimal eigenvalue of P (1.16)-(1.18), and (1.74) provide the

exact value , and

,

With the exception of the lower trace bound (1.74), the above estimates are useless.

By means of the singular value decomposition approach the following lower and upper

estimates have been obtained.

, bound (2.18),

,

,

,

The trace and the eigenvalue bounds are very tight, in this case. The lower and upper matrix

bounds

have been obtained from (2.32) and (2.28), respectively. The indicator (4.6) computed for

, P, and , defines the following sharp interval for the “average” solution eigenvalue

:

The next table contains the eigenvalues of the lower matrix bound , of the upper matrix

bound, , and the solution matrix P:

0206.0)(1 SA

-HA

0025.0)(10 P













(1.74)bound
(1.22)bound
(1.21)bound
(1.20)bound

,7848.578
,0625.0
,0063.0
,0250.0

2329.586)(Ptr

%27.1
%100
%100
%100






L

L

L

L






0025.00025.0)(10 P %00.0L

(2.16)bound,7848.5782379.586)( Ptr %27.1L

(2.17)bound,9776.4867447.486)(1 P %048.0U

(2.6)bound,6213.5872379.586)( Ptr %024.0U

211
11 )(,5.0, T

LLL AARXXPP  

5076.0, 4
1

144  
UUU RPP 

1LP 4UP

)(Pa

7621.58)(6233.58)()(8785.57 41  UaaLa PPP 

1LP

4UP



eigenvalues P

479.6545 486.7447 486.9776

27.8875 27.9072 28.31313

26.0310 26.0579 26.4285

24.0435 24.0854 24.4124

21.1503 21.4215 21.4732

0.0042 0.0042 0.0042

0.0036 0.0036 0.0036

0.0031 0.0031 0.0032

0.0028 0.0028 0.0028

0.0025 0.0025 0.0025

Table 4.2 Eigenvalues of the solution P and its bounds (Example 4.1.4)

Obviously, and are very good matrix approximations of the solution matrix P.

For more examples illustrating the application of the singular value decomposition

approach for the estimation of the CALE solution see [119], where some of the proposed

here bounds are used to solve the problem for power system models.

4.2 THE CARE BOUNDS

Example 4.2.1 Consider the matrices , given by:

Matrix A is unstable, and Q are singular matrices. Moreover, (C, A) is not a detectable

pair. The CARE (1.6) has a positive semi-definite solution P with the following

eigenvalues and trace:

1LP 4UP

1

2

3

4

5

6
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8
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6 ,, RRR  QBA
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
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000000
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000010
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,

1
0
0
0
0
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000001
1.001.0011

QBA
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, , tr(P) = 5.1924

The available lower and upper eigenvalue and matrix bounds for the CARE solution are

valid under the suppositions that and/or Q are positive definite matrices (see bounds

(1.27)-(1.33), (1.36), (1.37), etc.) Since the triple (A, B, Q) is not regular, the lower matrix

bounds (2.101), (2.102) can’t be applied in this case, as well.

Note, that a satisfying (1.79) scalar does not exist, i.e. the upper estimates (1.80)-(1.82)

are also inapplicable, in this case. We shall illustrate the application of the singular value

decomposition approach and the based on it Theorem 2.21, for the derivation of various

upper bounds for P. Consider the matrix in (2.95). Let

Then,

is a stable matrix belonging to the set and therefore, Theorem 2.20 can be applied. The

upper matrix bound

for the CARE solution has been computed from (2.99), where . Its

eigenvalues and trace are:

, ,

i.e.,

, (4.19)

, (4.20)

,02.1)(,76.1)(,88.1)( 321  PPP 

68.0)(,68.0)( 54  PP  0)(6 P

TBB



 010000K


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


































010000
111.001.00
000100
1.00111.00

000001
1.001.0011

BKAAU

H~

,2083.1, 1111  UUUU RP 

6IKKQ T 

,7301.1)(,1159.2)(,1159.2)( 131211  UUU PPP 

7667.0)(,7667.0)( 1514  UU PP  7032.0)( 16 UP 1985.8)( 1 UPtr

 88.1)(1 P 1159.2)( 11 UP %55.12U

 1924.5)(Ptr 1985.8)( 1 UPtr %89.57U



Since satisfies the matrix inequality (2.113) it can be used to derive tighter bounds in

accordance with Theorem 2.24. The upper matrix bounds , have

been computed from (2.116), with eigenvalues, traces, and respective estimation errors, as

follows:

(i) Bound

, ,

, (4.21)

, (4.22)

(ii) Bound

, ,

, (4.23)

, (4.24)

(iii) Bound

, ,

, (4.25)

, (4.26)

The upper bound for the maximal solution eigenvalue in (4.23) is very tight, while, the

upper trace bound (4.24) is satisfactory. This example shows that good upper estimates for

the CARE solution matrix are achievable even when TBB is singular.

Example 4.2.2 Consider the same matrices A and B, but let

1UP

3,2,1, iU i 1UU PM 

1U

,7300.1)(,9686.1)(,9686.1)( 131211  UUU 

7106.0)(,7106.0)( 1514  UU  7032.0)( 16 U 7919.7)( 1 Utr

 88.1)(1 P 9686.1)( 11 U %71.4U

 1924.5)(Ptr 7919.7)( 1 Utr %6.50U

2U

,7300.1)(,9011.1)(,9011.1)( 232221  UUU 

6900.0)(,7032.0)( 2524  UU  6900.0)( 26 U 6156.7)( 2 Utr

 88.1)(1 P 9011.1)( 21 U %12.1U

 1924.5)(Ptr 6156.7)( 2 Utr %67.46U

3U

,7300.1)(,889.1)(,889.1)( 333231  UUU 

6838.0)(,7032.0)( 3534  UU  6838.0)( 36 U 5555.7)( 3 Utr

 88.1)(1 P 889.1)( 31 U %48.0U

 1924.5)(Ptr 5555.7)( 3 Utr %5.45U



Matrix Q is again positive semi-definite, but now (C, A) is an observable pair. Therefore,

Theorem 2.23 can be applied to get lower bounds for the CARE solution P with eigenvalues

and trace computed as follows:

, , tr(P) = 5.7058

Consider matrix (2.96) and let

which results in:

The above matrix belongs to the set . The lower matrix bound

has been obtained from (2.101), where
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The eigenvalues and the trace of are:

, , ,

i.e.,

, (4.27)

, (4.28)

The lower matrix bounds , have been computed from (2.115), with

eigenvalues, traces, and respective estimation errors, as follows:

(i) Bound :

, , ,

, (4.29)

, (4.30)

(ii) Bound :

, , ,

, (4.31)

, (4.32)

(iii) Bound :

, , ,
































520000
250000
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000044
000044

TT GGBB

1LP

,0907.0)(,1181.0)(,4579.0)( 131211  LLL PPP 

0512.0)(,0589.0)( 1514  LL PP  0305.0)( 16 LP 8072.0)( 1 LPtr

 1927.0)(6 P 0305.0)( 16 LP %17.84L

 7058.5)(Ptr 8072.0)( 1 LPtr %85.85L

4,3,2,1, iLi 1LL PM 

1L

,4378.0)(,5143.0)(,8612.0)( 131211  LLL 

1619.0)(,2883.0)( 1514  LL  0578.0)( 16 L 3220.2)( 1 Ltr

 1927.0)(6 P 0578.0)( 16 L %70L

 7058.5)(Ptr 3220.2)( 1 Ltr %30.59L

2L

,8222.0)(,8924.0)(,0966.1)( 232221  LLL 

3477.0)(,3958.0)( 2524  LL  1201.0)( 26 L 6749.3)( 2 Ltr

 1927.0)(6 P 1201.0)( 26 L %68.37L

 7058.5)(Ptr 6749.3)( 2 Ltr %6.35L

3L

,9366.0)(,0207.1)(,2178.1)( 333231  LLL 

3564.0)(,5176.0)( 3534  LL  1520.0)( 36 L 2011.4)( 3 Ltr



, (4.33)

, (4.34)

(iv) Bound :

, , ,

, (4.35)

, (4.36)

The lower bound (4.35) for the minimal eigenvalue is very sharp, and the lower trace bound

(4.36) is rather satisfactory.

Since Q is a singular matrix and rank(B) = 1, the lower bounds (1.27)-(1.29) for the

minimal eigenvalue of P are not applicable. Consider the previously defined lower trace

bounds:

,

,

Obviously, the trace estimate (4.36) is much tighter then (1.35), in this case.

Example 4.2.3 Consider the same matrices A and B. Let . The CARE (1.6) has a

positive definite solution P with the following eigenvalues and trace:

, , tr(P) = 6.7043

Using the same gain matrix K as in Example 4.2.1, the upper matrix bound

for the CARE solution has been computed from (2.99), where

 1927.0)(6 P 1520.0)( 36 L %12.21L

 7058.5)(Ptr 2011.4)( 3 Ltr %37.26L

4L

,9513.0)(,0389.1)(,2871.1)( 434241  LLL 

3571.0)(,5376.0)( 4544  LL  1783.0)( 46 L 3502.4)( 4 Ltr

 1927.0)(6 P 1783.0)( 46 L %47.7L

 7058.5)(Ptr 3502.4)( 4 Ltr %76.23L

(1.34)bound,7417.07058.5)( Ptr %87L

(1.35)bound,8724.07058.5)( Ptr %71.84L

6IQ 

,2623.1)(,7699.1)(,8799.1)( 321  PPP 

6812.0)(,6951.0)( 54  PP  4159.0)(6 P

,2444.2, 1111  UUUU RP 
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The eigenvalues and trace of this estimate are:

, ,

i.e.,

, (4.37)

, (4.38)

Both bounds are not tight, but since satisfies the matrix inequality (2.113), it can be

used to derive tighter bounds in accordance with Theorem 2.24. The upper matrix bounds

, , have been computed from (2.116), with eigenvalues, traces, and

respective estimation errors, as follows:

(i) Bound

, ,

, (4.39)

, (4.40)

(ii) Bound

, ,

, (4.41)

, (4.42)

(iii) Bound

, ,

, (4.43)

, (4.44)

The CARE solution trace bound is evaluated from above as:

,2136.3)(,9302.3)(,9302.3)( 131211  UUU PPP 

4240.1)(,4240.1)( 1514  UU PP  3062.1)( 16 UP 2285.15)( 1 UPtr

 8789.1)(1 P 9302.3)( 11 UP %109U

 7043.6)(Ptr 2285.15)( 1 UPtr %14.127U

1UP

3,2,1, iUi 1UU PM 

1U

,3498.2)(,6765.2)(,6766.2)( 131211  UUU 

9316.0)(,3498.1)( 1514  UU  9115.0)( 16 U 8958.10)( 1 Utr

 8789.1)(1 P 6766.2)( 11 U %38.42U

 7043.6)(Ptr 8958.10)( 1 Utr %52.62U

2U

,0005.2)(,0639.2)(,4671.2)( 232221  UUU 

7579.0)(,2018.1)( 2524  UU  7751.0)( 26 U 2664.9)( 2 Utr

 8789.1)(1 P 4671.2)( 21 U %2.31U

 7043.6)(Ptr 2664.9)( 2 Utr %22.38U

3U

,8737.1)(,958.1)(,3514.2)( 333231  UUU 

73.0.0)(,1930.1)( 3534  UU  7042.0)( 36 U 8107.8)( 3 Utr

 8789.1)(1 P 3514.2)( 31 U %25U

 7043.6)(Ptr 8107.8)( 2 Utr %4.31U



,     bound (2.110) (4.45)

which is the tightest amongst all similar estimates for this example.

The following lower bounds are computed:

,  bound (1.34) (4.46)

,  bound (1.35) (4.47)

Application of the singular value decomposition approach leads to the following results.

Firstly, the matrix in (2.96) is stabilized via the gain matrix , i.e.

Since , the suppositions of Theorem 2.22 are satisfied and the lower matrix bound

for the CARE solution

was obtained from (2.102). Its eigenvalues and trace are computed as follows:

, , ,

i.e.,

, (4.48)

, (4.49)

The lower matrix bounds , , have been computed from (2.115), with

eigenvalues, traces, and respective estimation errors, as follows:

(i) Bound :

, , ,

)(Ptr 1985.8 %3.22U

8750.07043.6)( Ptr %87L

025.17043.6)( Ptr %7.84L

65.0 IG 
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,9799.0)(,0235.1)(,0805.1)( 232221  LLL PPP 

4769.0)(,5126.0)( 2524  LL PP  2237.0)( 26 LP 2972.4)( 2 LPtr

 4159.0)(6 P 2237.0)( 26 LP %21.46L

 7043.6)(Ptr 2972.4)( 2 LPtr %9.35L

3,2,1, iLi 2LL PM 

1L

,0362.1)(,1613.1)(,1637.1)( 131211  LLL 

4769.0)(,5668.0)( 1514  LL  2794.0)( 16 L 7575.4)( 1 Ltr



, (4.50)

, (4.51)

(ii) Bound :

, , ,

, (4.52)

, (4.53)

(iii) Bound :

, , ,

, (4.54)

, (4.55)

The obtained lower bounds for the minimal eigenvalue and the trace of the CARE solution

(4.54) and (4.55) are much tighter then the similar estimates (4.46) and (4.47), in this case.

Conclusions The considered examples illustrate the ability to derive computable bounds

for the CARE solution in cases, when the available estimates are inapplicable, i.e. Q and/or

are singular matrices. All obtained here lower and upper, scalar and matrix bounds

are rather satisfactory and some of them represent very tight approximations for the

eigenvalues and the trace of the solution matrix. Under some suppositions any matrix

bound can be additionally and significantly improved in sense of tightness due to Theorem

2.24 (see the estimates in (4.19)-(4.26), (4.27)-(4.36), (4.37)-(4.44), (4.48)-(4.55)). This

influences the tightness of the respective based on it scalar bounds, as well. E.g. the error

in the upper bound for the maximal eigenvalue (4.19) is , and

the error in the lower bound for the minimal eigenvalue (4.27) is . The

application of Theorem 2.24 results in new bounds,with (4.25) and

(4.35), respectively. The most important contribution concerning the proposed

here approach is the extension of the set of admissible matrix triples (A, B, C) for which

computable estimates for the CARE solution exist.

 4159.0)(6 P 2794.0)( 16 L %82.32L

 7043.6)(Ptr 7575.4)( 1 Ltr %29L

2L

,0431.1)(,1936.1)(,2095.1)( 232221  LLL 

5617.0)(,5755.0)( 2524  LL  2877.0)( 26 L 871.4)( 2 Ltr

 4159.0)(6 P 2877.0)( 26 L %82.30L

 7058.5)(Ptr 871.4)( 2 Ltr %35.27L

3L

,0474.1)(,2464.1)(,2558.1)( 333231  LLL 

5738.0)(,5933.0)( 3534  LL  2894.0)( 36 L 0061.5)( 3 Ltr

 4159.0)(6 P 2894.0)( 36 L %42.30L

 7034.6)(Ptr 0061.5)( 3 Ltr %33.25L

TBB

%55.12U

%17.84L

%48.0U

%47.7L



4.3 THE DALE BOUNDS

The DALE and the DARE positive (semi)-definite solution matrices can always be

bounded from below by the respective right-hand side matrices Q. In what follows, more

attention will be paid to the upper scalar and matrix bounds.

Example 4.3.1 Consider a stable coefficient matrix in (1.9):

and let

The trace and the eigenvalues and of the unique positive definite solution of the DALE

are: and

The maximal singular value of the coefficient matrix is , i.e. , and

none of the available bounds based on this condition are applicable, in this case. The

maximal eigenvalue of the matrix product is computed as , which

means that , in accordance with Lemma 3.1. Therefore, all upper bounds for the

DALE solution valid under the supposition that , are computable. Moreover, since A

is a nonsingular matrix, then according to statement (iv) in Lemma 3.1, and are

Lyapunov matrices for A. Application of the singular value decomposition approach for

the discrete-time case resulted in the following upper bounds for the solution matrix P. A

matrix estimate
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has been computed using (3.38) and after that improved in accordance with Corollary 3.4.

This resulted in the computation of matrices , satisfying the inequalitites:

The scalar bounds improvement and the decrease in the eigenvalue and trace estimation

percentage errors, and , respectively, are illustrated by the next table:

Table 4.3 Bounds for the maximal eigenvalue and the trace (Example 4.3.1)

The above data show that due to Theorem 3.9 and Corollary 3.5 the bounds (3.38) and

(3.39) can be significantly improved in sense of tightness. The eigenvalue and trace errors

 ( ) = 261%, tr ( ) = 480% are decreased to  ( ) = 13% and tr ( ) = 24.5%,

respectively.

The lower eigenvalue bound (1.38) and the lower trace bound (1.41) yield the trivial

estimates and , in this case. The lower bound (1.40) helps to estimate

the solution trace from below as follows:

,

Using the suggested here bounds we obtain:

, k = 4

, k = 4
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Bound

1 (∙) 5.06 2.74 2.30 2.08 1.978 1.89 1.796 1.724 1.66 1.61 1.58

 (∙) 261 96 64.2 48.5 41.2 35 28.23 23 18.5 15 13

tr(∙) 18.2 9.367 6.585 5.415 4.913 4.64 4.435 4.272 4.13 4.008 3.9
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Example 4.3.2 L-1011 fighter aircraft [11]

Consider the stable nonsingular coefficient matrix and the positive semi-definite right-hand

side matrix in (1.9) given by:

,

The DALE solution matrix P has the following eigenvalues and trace:

This example is chosen to illustrate the extension of the validity set for upper DALE bounds.

The maximal singular value of A is and the maximal eigenvalue of the

matrix product is computed as .  Therefore, , and in

accordance with Lemma 3.1. In an attempt to determine a Lyapunov matrix for A we shall

use Lemma 3.3. The maximal singular values of matrices and the maximal eigenvalues

of the matrix products

are given below:

Table 4.4 Dependence of and on i (Example 4.3.2)

The table shows that as i increases, the maximal singular value of ,

increases as well, while . This means that , or equivalently, and
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are Lyapunov matrices for (Lemma 3.1, statement (ii)). From Lemma 3.3 follows

that

is a Lyapunov matrix for A, i.e. . Using this fact, and having in mind

(3.38), an upper matrix bound

,

for the DALE solution has been computed. Since this estimate satisfies the matrix

inequality

it is possible to improve it sense of tightness in accordance with Theorem 3.9. Upper matrix

bounds , for P have been computed in accordance with (3.49). The scalar

bounds improvement and the decrease in the eigenvalue and trace estimation percentage

errors, and , respectively, are illustrated by the next table.

Bound

1 (∙) 39743 4499.5 184.77 181.27 153.59 145.77 142.41 136.65 131.9

 (∙) 35766 3960 66.74 63.6 38.6 31.55 28.5 23.32 19

tr(∙) 43830 5624.6 194.34 173.41 158.60 150.8 147.43 141.67 137

tr (∙) 37744 4756.5 67.8 49.73 36.94 30.21 27.30 22.32 18.3

Table 4.5 Maximal eigenvalue and trace upper bounds (Example 4.3.2)

These results clearly indicate the significant improvement in sense of tightness in the upper

bounds for the maximal eigenvalue and the trace of the solution matrix P. The eigenvalues

of the upper matrix bound are:

The solution eigenvalues are very tightly estimated from above by the

respective eigenvalues , since the respective errors in them are computed

as follows:
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The minimal solution eigenvalue and trace can’t be estimated by the lower bounds (1.38)

and (1.41). The lower trace bound (1.40) provides the estimate

Using the suggested here lower bounds we obtain the following estimates for the minimal

eigenvalue and the trace of the solution matrix:

, k = 6

This example clearly indicates that the suggested here bounds for the DALE solution work

when the available similar estimates are inapplicable. Moreover, the obtained matrix and

scalar approximations are rather sharp.

Example 4.3.3 Consider a stable for all coefficient matrix:

i.e. The maximal singular value of A is equal to .

case(i)  Let and
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The DALE solution matrix P has the following eigenvalues and trace:

,

,

and tr(P) = 160.0946. Since , then , in accordance with Lemma 3.1, all upper

bounds for the DALE solution are applicable in this case.

The application of the singular value decomposition approach leads to the next results.

First of all we need to construct a Lyapunov matrix in (3.4). The singular value

decomposition of A (3.1)-(3.3) is:

Therefore, the orthogonal matrix defined in (3.3) is , and

0366.0)(,

6544432341
5745332251
4463442332
4536443341
4344652342
3344562332
2223223220
3233332421
4534432261
1121220112

10 







































 QQ 

,1099.12)(,8678.12)(,132.92)( 321  PPP  0068.9)(,3498.9)( 54  PP 

,4579.5)(,5344.6)(,3498.7)( 876  PPP  3134.1)(,5990.3)( 109  PP 

S~A 1SA

1

99
9,1

1,99 9.0,
00

0
, IVUA T 














































 



0100000000
0010000000
0001000000
0000100000
0000010000
0000001000
0000000100
0000000010
0000000001
1000000000

,10 VIU

TT VUVF 



The inequality in (3.8) is satisfied for all . Let . This defines the

diagonal matrix

in (3.4), and as a Lyapunov matrix for A, i.e.

in accordance with Theorem 3.1. Using (3.38) an upper matrix bound

has been obtained. Since satisfies the inequality (3.46) it can be improved in sense of

tightness via the computation of the upper bounds from (3.49). The results

are given in the next table.

Bound

1 (∙) 199.43 194.32 171.41 147 133.81 120.98 109.76 99.987 92.13

 (∙) 116.46 110.9 86 59.5 45.24 31.31 19.13 8.53 0

tr(∙) 19743 1505.8 856.74 491.69 376.63 292.43 232.22 189.73 160.1

tr (∙) 12232 840.6 435.15 207.12 135.25 82.66 45.05 18.51 0

Table 4.6 Maximal eigenvalue and trace upper bounds (Example 4.3.3)
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where and denote the eigenvalue and the trace estimation percentage errors,

respectively.   This result is illustrated by the following remarkable fact. Substitution of P

with in the DALE (1.9) leads to:

In fact, coincides with the solution matrix.

Matrix A is nilpotent with . Having in mind (1.10) it follows that

in this case. We shall illustrate how the bound in (3.25) can be used to get tight upper

estimate for the solution matrix. In addition, there exists positive integer p such that

. Let p = 10, and consider the estimate (3.25):

= P

The scalar bounds improvement and the decrease in the eigenvalue and trace estimation

percentage errors, and , respectively, are illustrated in the Table 4.7, where
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Boun

d

1 (∙) 130.2

4

123.6

4

117.2

6

110.6

6

104.2

2

98.81 95.21 93.08

3

92.13

2

 (∙) 41.36 34.20 27.27 20.11 13.12 7.25 3.34 1.03 0

tr(∙) 607.7

8

459.2

6

353.4 279.3

5

228.8

4

195.6

0

175.5

8

164.7

7

160.0

9

tr (∙) 279.6

4

186.9 120.7

4

74.5 43 22.18 9.66 2.9 0

Table 4.7 Maximal eigenvalue and trace upper bounds (Example 4.3.3)

The data presented above clearly show the role of the defined in (3.26)-(3.28) term

in getting tighter upper estimates for the DALE solution. The respective estimates become

sharper as the parameter i increases. The exact solution matrix is obtained for i = 9.

Application of the available upper bounds leads to the following results:

bound (1.39),

bound (1.68),

, bound (1.42),

, bound (1.67),

, bound (1.68),

where the scalar estimates due to (1.68) are computed as the maximal eigenvalue and the

trace of the upper matrix bound.

4.4 THE DARE BOUNDS

Example 4.4.1 Consider the following unstable coefficient matrix in (1.14):

1,UP 2,UP 3,UP 4,UP 5,UP 6,UP 7,UP 8,UP 9,UP

),( qaS

 132.92)(1 P ,5826.174 %5.89U

 132.92)(1 P ,2023.174 %08.89U

6842.2730946.160)( Ptr %95.70U

6642.2730946.160)( Ptr %94.70U

7.13240946.160)( Ptr %45.727U



and the control matrix of rank 2

Let the right-hand side matrix be chosen as:

For

the close-loop matrix in (3.71) is given by
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Case (i) Let . The positive definite solution of the DARE has the following

eigenvalues and trace:

,

,

and tr(P) = 10.6403.

Matrix is stable but . According to Lemma 3.5 the solution of the

DARE (1.14) is bounded from above by the solution U of the DALE (3.72), where:

Since

(see Lemma 3.1, statement (iii)). In other words, the defined in (3.4) and (3.5)

matrices are Lyapunov matrices for . Since is also nonsingular, then
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, in accordance with Lemma 3.1, statement (iv). The upper matrix bound

for the DARE solution P

has been obtained using (3.75). This bound can be improved in sense of tightness in

accordance with (3.90) since satisfies the inequality (3.88). The scalar bounds

improvement and the decrease in the eigenvalue and trace estimation percentage errors,

and , respectively, are illustrated by the next table.

Bound

1 (∙) 14.7086 11.9601 5.6210 2.3357 2.0479 2.0335

 (∙) 635.4 497.98 181.04 16.78 2.39 1.67

tr(∙) 59.7189 25.5318 15.5104 11.8055 11.0301 10.9321

tr (∙) 461.25 139.95 45.77 10.95 3.66 2.74

Table 4.8 Maximal eigenvalue and trace upper bounds (Example 4.4.1)

Consider the upper matrix bound in (1.59). A new upper matrix bound is obtained for

. Its eigenvalues and trace are computed as follows:

,

,

and tr(P) = 10.7426. The upper eigenvalue and trace bounds due to are very tight. E.g.

, and the trace estimation error is tr ( ) = 0.96%.

Case (ii) Let .Then, , i.e. . The trace and the

eigenvalues of the solution matrix P are computed as follows: tr(P) = 8.5901 and

,

The defined in (3.4) and (3.5) matrices are Lyapunov matrices for . Since is

also nonsingular, then , in accordance with Lemma 3.1, statement (iv).

The upper matrix bound for the DARE solution P

2211 , RR 

9859.11, 2222  UUU RPP 

2UP



tr

2UP 21U 22U 23U 24U 25U

UP~

25UPU 

,5562.1)~(,9302.1)~(,0001.2)~( 321  UUU PPP  026.1)~(,3200.1)~( 54  UU PP 

,7750.0)~(,0001.1)~(,0020.1)~( 876  UUU PPP  0013.0)~(,1077.0)~( 109  UU PP 

UP~

)~()( 11 UPP   )~()( 1010 UPP   UP~

6.0,4.0   4662.0)( 211 RR S~CA

,1724.1)(,3184.1)(,36.1)( 321  PPP  0136.1)(,0328.1)( 54  PP 

,5958.0)(,9483.0)(,0001.1)( 876  PPP  0014.0)(,1472.0)( 109  PP 

2
1

1 , CA CA

2211 , RR 



has been computed from (3.75) and then improved in sense of tightness in accordance with

(3.90) since satisfies the inequality (3.88). The scalar bounds improvement and the

decrease in the eigenvalue and trace estimation percentage errors, and , respectively,

are illustrated by the next table.

Bound

1 (∙) 9.4228 4.3672 1.8812 1.3607 1.3601 1.36

 (∙) 592.85 221.12 38.32 0.0515 0.0074 0

tr(∙) 43.6179 16.0219 10.6974 9.5645 9.1365 9.012

tr (∙) 407.77 86.52 24.53 11.34 6.36 4.91

Table 4.9 Maximal eigenvalue and trace upper bounds (Example 4.4.1)

A new upper matrix bound is obtained for in (1.59). Its eigenvalues and trace

are computed as follows:

,

,

and tr(P) = 8.7647, i.e. the estimated eigenvalues and trace are very close to the exact ones.
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