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Abstract: A comparison is made between two conflict-free scheduling algorithms 
for crossbar switch in terms of performance and memory requirements in the case 
of  very large sizes of the connections matrix. The optimal size of the submatrices 
has been found, where the maximum speed of execution is achieved at  minimum 
required memory. 
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1. Introduction 

 
In modern communication systems, the packet switch routes the packet traffic from 
the source to the corresponding destination under the control of a conflict-free 
switching algorithm. Effective management of information traffic is a major 
problem in communications, systems for processing and integrating heterogeneous 
data [1], wireless sensor networks and systems [2]. In the crossbar switch, N in 
number of packet message sources are connected to N in number of packet message 
receivers by a so-called matrix of connections T with dimensions N x N. An 
element in matrix T with value one indicates the presence of a packet message 
request (Tij = 1 when source i wants to transmit a packet message to receiver j).  

There are two types of conflict situations: 
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• when one packet message source wants to transmit to two or more packet 
message receivers (the units in any row of T are more than one). 
• when two or more packet message sources want to send messages to the 
same receiver (the units in any column of T are more than one). 

Conflict-free scheduling algorithms are available to avoid such conflicts [3,4,8]. In 
this paper, we compare two conflict-free scheduling algorithms in the case of  very 
large sizes of the connections matrix.  

2. Description of algorithms ADAJS and ADAJSFA 

 
In the conflict-free scheduling algorithm ADAJS (Algorithm with Diagonal 
Activation of Joint Submatrices), the size N of the connections matrix T is a degree 
of the number two and the same applies to the size n of the submatrices. The 
number of iterations performed by the algorithm is I = N / n. 

The first iteration implements the requests which are arranged in the main 
diagonal of the connections matrix without conflict (Figure 1). Each successive 
iteration implements requests in joint pairs of diagonal submatrices that are conflict-
free. At N = constant, the number of iterations is determined by the size n of the 
submatrices [5]. 

 

 
 

Figure 1. Connections matrix with diagonal activation of submatrices. 
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The essence of the ADAJSFA algorithm (Algorithm with Diagonal 

Activation of Joint Submatrices with Finite Automata) is based on the knowledge 
that diagonally located submatrices with requests for service in the connections 
matrix T are conflictless in the diagonal where they are located. Also, there are pairs 
of diagonals with submatrices of requests that are conflict-free with each other. 
ADAJSFA synthesizes completely conflict-free schedules in Crossbar switches, as 
well as the ADAJS algorithm.                

The process of implementing a conflict-free schedule using the ADAJSFA 
algorithm is divided into several steps.  The first step concerns submatrices in the 
main diagonal, which are processed simultaneously and without conflict. The next 
steps are related to the combination of  diagonals with submatrices parallel to the 
main diagonal in pairs. The whole process of conflict-free execution of requests 
under the ADAJSFA algorithm is carried out by means of finite state automata [6]. 
 
 

In the algorithm of diagonal activation of joint submatrices with finite 
automata the control is accomplished at two levels - finite state automata are 
activating diagonals in joint submatrices (subordinates) and a finite state automation 
is activating joint diagonals of submatrices (main). 

Under the activation of signal Z1, the automation at the first level passes 
through the states from A0 to AK consecutively and to each state from A1 to AK 
corresponds an output signal St.1 (Step1) to St.K (StepK). Thus the automation 
activates one diagonal with requests of combined two diagonal submatrices at the 
first control level of ADAJSFA. 

The second-level finite state automation is a master and it activates pairs of 
diagonal joint submatrices in a certain order. Under the signal Z2, the automation 
goes into state A0 with an output signal R, which is an indication to the switch node 
processor that the automation is free and can be started at any time (Figure 2) [7]. 
 

 
 

Figure 2. State graph of Moore's finite state automation. 
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3. Numerical simulations  

Algorithms ADAJS and ADAJSFA are programed as software modules in 
MATLAB programming environment. Numerical simulations are performed in 
order to compare the two algorithms with respect to performance (speed of 
execution) and required memory of each algorithm in the cases of very large sizes 
of connections matrixes of the switch. Table 1 contains the results concerning speed 
of execution of both algorithms in seconds as a function of the size of connections 
matrices. Graphically, the results are illustrated  in figures 3 an 4.  

 
Table 1. Performance as a function of matrix size for ADAJS and ADAJSFA algorithms. 
 
n S[Sec.] 

N = 1048576 
S[Sec.] 

N = 2097152 
S[Sec.] 

N = 4194304 
S[Sec.] 

N = 8388608 
 ADAJS ADAJSFA ADAJS ADAJSFA ADAJS ADAJSFA ADAJS ADAJSFA 

2 1228,8          2125,3 2457,6 4615,7 4915,2 10016,0 9830,4 21734,7 
4 1292,8          3420,5 2585,6 7422,4 5171,2 16106,7 10342,4 34951,7 
8 2013,4          9586,1 4026,8 20801,8 8053,7 45139,9 16107,5 97953,7 
16 3649,2        28758,3 7298,5  62405,5 14597,1 135419,9 29194,2 293861,2 
 

 
Figure 3. Performance of ADAJS and ADAJSFA at very large sizes of N and 

different values of n. 
 

Figure 5 shows the ratio between ADAJSFA and ADAJS performance at N 
= const. and different values of n. 
 Table 2 presents the results for the required memory at different values of n. 
Figure 6 is a graphical representation of the memory requirements for the two 
algorithms. 
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Figure 4. ADAJS and ADAJSFA performance at very large N sizes and values 

at n = 2 and n = 4. 
 

 
 

Figure 5. Ratio between ADAJSFA and ADAJS performance at N = const. and 
different values of n. 
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Table 2. Memory required. 
 

   
n 

     
      M[B]  

ADAJSFA 
 

 
M[B] 

ADAJS 
 

  2           280 224 
  4         1048 736 
  8         4120 2720 
16       16480 10528 

 
For values of n = 2 and n = 4, the required memory is almost the same for both 
algorithms, and then, as n increases, the difference increases significantly, with 
ADAJSFA requiring more memory. 
 

 
 

Figure 6. Required memory at different values of n. 
 

4. Conclusion 
 
The comparative analysis shows that for very large sizes N of the connections 
matrix for both conflict-free scheduling algorithms, there is an optimal sub-matrix 
size (n = 2), with maximum speed and minimal memory required. This result is 
valid for all N. The numerical simulations indicate that ADAJS is a better algorithm 
with respect to speed of execution and memory requirements. 
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Сравнительный анализ алгоритмов для бесконфликтного 
планирования в коммутационной панели с крупномасштабной 
матрицей соединений 
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Аннотация: Проведено сравнение между двумя бесконфликтными 
алгоритмами планирования для коммутационной перемычки с точки зрения 
производительности и требований к памяти в случае очень больших размеров 
матрицы соединений. Был найден оптимальный размер подматриц, где 
максимальная скорость выполнения достигается при минимально 
необходимой памяти. 
 
Ключевые слова: сетевые узлы, межблочный коммутатор, устранение 
конфликтов, пакетные сообщения. 
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