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Abstract; In this paper we study fourteen algorithms for obtaining of non-conflict
schedules in the switching nodes of type Crossbar. Our compar ative analysis of the
algorithms gives an overview of their potentiality related to the complex
performance, speed and required memory as a function of the size N of the input
connectivity matrix T.
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INTRODUCTION

The paper discusses fourteen algorithms develapettain conflict-free schedule
in the switching nodes of type Crossbar. Conflictthe node arise in the following
two cases:
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* When one source of message requests communicatisvotor more message
receivers

« When one message receiver receives communicatipreses from two or more
message sources.

The algorithms under consideration solve the proldé avoiding conflicts as long

as it is directly related to the switching nodefpenance.

The status of the switch in the switching node dpresented by the so called

connection matrix. For N x N dimensional switch thmension of the connection

matrix T is N x N also, where every membgr=T1 if a connection request from i-

source to j- receiver exists. In the opposite dgse0.

A conflict situation arises if any row of the comtien matrix has more than a

single 1, which corresponds to the case when omesgequests a connection with

more than one receiver. The presence of more tlsamgée 1 in any column of the

matrix T also indicates a conflict situation, it ams that two or more sources have

requested a connection with the same receiver [1].

In this work we present a comparative analysisoofteen algorithms in terms of

speed and required memory in the cases of diffaiegas of the connection matrix

by using fourteen software models correspondintéaalgorithms.

ALGORITHMS FOR CONFLICT PROBLEM SOLVING

Studying the properties of various algorithms fasnstonflict scheduling in

crossbar switching nodes is of essential importancsolving the conflict issue

problem. Our comparative analysis of fourteen idligms enables us to determine

the most appropriate algorithm with respect tostuelied parameters in the cases of

connection matrixes with different sizes. The falilog algorithms for obtaining

non-conflict schedules are considered:

Classic algorithm with masks matrixéSM A), [12].

Algorithm with joint mask matrixesJMA), [12].

Classic algorithm without masks matrix€3//A), [13].

Algorithm considering the message directibi@), [16].

An algorithm by diagonal connectivity matrix actiia (ADA), [6].

Algorithm with joint diagonals activation&JDA), [4].

Algorithm with diagonal activations of joint sub-gghing matrices ADAJS),

[2].

Classic algorithm with sparse mask matrix€s\1), described and examined

in [7].

9. Algorithm with joint sparse mask matrixe3SM), described and examined in
[7].

10. Adaptive algorithm for management by weight coeéfiic of the traffic in
Crossbar commutatoA@M), [1].

11. Optimum adaptive algorithm for management by weigbefficient of the
traffic in Crossbar commutatoAAM O), [1].

12. An algorithm by diagonal connectivity matrix actian by finite automat
(ADAFA), [3].

13. Algorithm with joint diagonals activations by fieiautomatAJDAFA), [3].
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14. Algorithm with diagonal activations of joint sub-gehing matrices by finite
automat (ADAJSFA), [3].

For the algorithms investigation, we use approprsatftware models developed and

examined in the cited references as it is showharfollowing table 1.

Table 1. Software models

Software model Referenge

SMAAM (software model based on the Adaptive algorithm |for
management by weight coefficient of the traffic n Crossbat
commutator) [1]
SMAAMO (software model based on the Optimum adaptive
algorithm for management by weight coefficient bé ttraffic in
Crossbar commutator).

SMADAJS (software model based on the algorithm with diagjona
activations of joint sub-switching matrices)

[2]

SMADAFA (software model based on the algorithm by diagonal
connectivity matrix activation by finite automat)
SMAJDAFA (software model based on the algorithm with joint
diagonals activations by finite automat)
SMADAJSFA (software model based on the algorithm with diagjona
activations of joint sub-switching matrices by fenautomats)

[3]

SMAJDA (software model based on the algorithm with joint
diagonals activations )

[5]

SMADA (software model based on the algorithm by diagonal
connectivity matrix activation)

[6]

SMCSM (software model based on a classic algorithm withrse
mask matrixes)
SMJSM (software model based on the algorithm with joiparse
mask matrixes).

[8]

SMCMA (software model based on the classic algorithrh wiaisks
matrixes)

SMJIMA (software model based on the algorithm with joirdsk| [11]
matrixes) SMCWA (software model based on a classic algorithm
without mask matrixes).

SMDAA (software model based on an algorithm considethng

message direction). [16]

EXAMINATION OF SOFTWARE MODELS

Table 2and Table 3how the results from theoftware models investigation with
respect to speed of executifsec.] and memory resourcé4[KB]. Figure 1 and
Figure 2 illustrate the results from Tablard Table 3raphically.

SOFTWARE MODELS PERFORMANCE

A software models performané@) is defined as a ratio of the non- nil resolutions
to the total number of the solutiori®(v) is the set of the nil solutionB(w) is the
set of the non-nil solutions, amlis a set of the all solutions[1].
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R=R(v)+R(w)

P=(R(w)/R).100[%]
From formula 2 it is seen that when the nil sol$i®(v) vanish to nil, then the
performance P vanish to 100%[1].
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Figure2. Needed memory.

To facilitate the performance examination, 5 kinfisnatrixes for simulation of the
input connectivity matrixI are chosen. The special input matrigads 2B, 2C, 2D
and2E[1]are represented drigure 3. Table 4 represents the investigation results
related to the performanéeof the software models.

The results of the study of algorithms with resgedhe performance P from Table
4 are presented graphically in Figure 4.

1 00 0 0 1 1 0 0 0 oo 1 11
01 0 00 1 1 1 00 o000 11
001 0 0 011 1 0 1 00 0 1
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Figure 3. Five special input matrices.
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Figure 4. Performance
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Table 4. Performance

P[%] 2B 2D

2A 2C 2E
SMCMA

6,66%| 20% | 80% | 86,6% | 53,3%
SMJIMA

12,5%| 37,5% | 87,5% | 100% | 100%
SMCWA

6,66%| 20% | 80% | 86,6% | 53,3%
SMDAA

13,3%| 33,3% | 80% | 93,3% | 53,3%
SMADA

6,66%| 20% |80% |80% |53,3%
SMAJDA

6,66%| 20% | 80% |80% | 100%
SMADAJS

20% |60% |80% |80% | 100%
SMCSM

6,66%| 20% | 80% | 93,3% | 53,3%
SMJSM

12,5%| 37,5% | 87,5% | 100% | 100%
SMAAM

100% | 100% | 100% | 100% | 100%
SMAAMO 80%

6,66%| 20% | 80% 53,3%
SMADAFA

6,66%| 20% | 80% |80% |53,3%
SMAJDAFA

6,66%| 20% | 80% |80% | 100%
SMADAJSFA

20% |60% |80% |80% | 100%

From the results in Table 4 it is seen that ther@ programming model with 100%
performance with different special input matrices SMAAMT there is a detector
of requests that locate them so that the progragnmiodel processes only them by
assigning individual weight coefficients withowrgerating zero solutions (R (v) =
0). In the optimized version SMAAMO weight coefecits are assigned to requests
located in diagonals parallel to the main diaganahe connection matrix and the
requests in a given diagonal have the same weélgig.approach has been adopted
in order to increase the speed, but a disadvansgée appearance of zero

solutions.
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COMPLEX PERFORMANCE

From the study of performance P it is seen thatrelationship between the set of
non-zero solutions and complete set of solutiomsvisstigated. However, the time
factor is not reported in the results, making thecomplete. By introducing the
concept

of complex performance (CP) the component timalsottaken into account as
follows:

CP=Pt,for N=cong.,t=1/S ()]
In formula (3) we choose the value of N to be N09,1because we have data for
the speed S at N = 100 for nine of the fourteenriétyns and this will make the
study representative. For software models SMIMAC®/A, SMDAA, SMAAM
and SMAAMO the value of N is N=50 and for all othmodels we have N = 100.
Table 5 shows the results, and Figure 5 gives phggal representation.
Table5. Complex Performance.

CcP 2A 2B 2D
2C 2E

SMCMA

0,0010| 0,0032| 0,0130| 1,4115 | 0,0086
SMIMA

0,0013] 0,0040| 0,0094| 1.0800 | 0,0108
SMCWA

0,0030| 0,0092| 0,0036| 3,9920 | 0,0245
SMDAA

0,0043]| 0,0109| 0,0262| 3,0602 | 0,0174
SMADA

0,0693| 0,2083| 0,8332| 83,328 | 0,5551
SMAJDA

0,0367| 0,1104| 0,4419| 44,1920 | 0,5524
SMADAJS

0,5263| 1,5789| 2,1050| 210,5200| 2,6315
SMCSM

0,0756] 0,2272| 0,9090| 106,0167| 0,6056
SMJISM

0,0748| 0,2245| 0,5239| 59,8800 | 0,5988
SMAAM

0,6700] 0,6700| 0,0067| 0,6700 | 0,0067
SMAAMO

0,0003| 0,0010| 0,0040| 0,4080 | 0,0027
SMADAFA

0,0017| 0,0051| 0,0204| 2,0480 | 0,0136
SMAJDAFA

0,0016| 0,0050| 0,0200{ 2,0080 | 0,0251
SMADAJSFA

0,235 | 0,7058| 0,9411] 94,1120 | 1,1764
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Figure 5. Complex Performance.

CONCLUSION
Software models SMCMA, SMCWA, SMDAA, SMJMA, SMAAM and
SMAAMO are times slower than mod&8s CSM, SMADA, SMAJDA, SMJSM,
SMADAJSFA and SMADAJS making them unsuitable for connections matrix
sizes greater than one hundred.

Among software modelSMCSM, SMAJDA, SMJSM SMADA, SMADAJSFA
and SMADAJS, the fastest iISMADAJS. In terms of memory needed software
model SMADAJS is most economical. The model is based on therittigo with
diagonal activations of joint sub-switching maté¢aDAJS).

The traffic is presented usually in the best waydoyinput matrix of type2D.
Performance of all software models fD is equal to or greater than 809MA
and JSM algorithms are optimal related to the performaRce the case oRD
input matrix.

Our study of the complex performance CP shows that optimal model is
SMADAJS, followed by SMCSM, SMADAJSFA, SMADA, SMJSM and
SMAJDA for input matrix2D as closest to the normal traffic.
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CpaBHUTENBHBIM aHAMU3 Kjacca ajroOpuTMOB JJis  YIPaBICHUS
Tpaduka B KpocOap MepeKyrovaTesic B OTHOIICHUH KOMILJIEKCHOTO
MPOU3BOUTEIBLHOCTH, OBICTPOICUCTBUN U HEOOXOUMOM aMATH

Kupun Konuakos, Braoumup Monos

Huemumym ungopmayuonusvix u KOMMYHUKAYUOHHBIX MEXHOLO0SUU
(Pesrome)

Hccneoosanwl yemuvlpHaoyamo aneopumm ons noyYeHUs
beckongaukmnozo  pacnucanusi 6 Kpocbap nepekmouamene. boinu
UCCne008aHbl 803MONCHOCIIU ANCOPUMMOE 8 OMHOULeHUU K KOMNIEKCHOU

NPOU3BOOUMETbHOCH,  OblICMPOOelcmeUutl U HeoOXo0uMol namsamu 8
3a8UCUMOCU PA3MePa 6XOOHOU MAMpUybl.
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