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Introduction

The present paper is directly conmnected with previous study on the develgoment of the
functional structure of a software system for model ing and synthesis of information
interactions. The models are formal ly described with the help of Petri nets (PN),
accepting the design of hierarchical structures [1, 2]. PN models enable the complete
investigation of the interactions behaviour, aswell as the synthesis of new structures
with prescribed properties™.

In this synthesis, based on tensor transformations of PN models, the applica-
tion of the arcs weight matrix W has been suggested, which alloas finding unambigu-
aus structural solution [3]- The tensor transformations pass several stages, represent-
ing the initial model into a matrix form because the tensor equations for PN
transformations are based on their matrix form [4, 5]. The transformations are
accomplished on a model, specified as basic PN (BPN), defined in [6]-

The whole mechaniism of synthesis of new structures from the initial model up
to the type of BPN consists of four successive stages [7], which represent the
methodology of the tensor approach in its use for PN. The matrix Dy of BPN is
introcliced as input datta, and as a result matrix D,/ is obtaired, which is an analytical
description of the new net considered. D and D, are incidence matrices. Neverthe-
less matrix D,/ iis hardly accepted and evaluated. In the cases when comparison of
saveral variatts is inplied, it is more efficient t evaluate and compare the graphically
represented PN models. This is one of the considerations to suggest the use of a
graphical ly oriented software system.

* Yynthesis of a structure with additional interaction, for eample. A similar probllem has been solved in [3].-
** The investigations are partially supportedby the National ScientificFund, contract No¥-703/97 and
BAS-11T, theme 010041 .
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Graphical ly oriented software structure for modeling
and synthesis of PN models

The computer analysis of the properties of PN-models is accarmplished with already
established software packets and hence the analysis is not a subject of consideration.
The synthesis of a new PN model follows the approach of tensor transformation on
BPN, using the weights matrix wr, in order to dbtain unarbiguous solution [3]. When
the new model is dbtained it is analyzed in order to check whether it has presenved
BPN properties.

The properties are classified into several main grouss:

— Structural properties: Bounds, Liveness, Conservation, Repetiveness;

— Graph properties: Traps, Deadlocks;

— Linear properties: P- and T-semi-flons, called invariants also;

— Time analysis: Iiveress, safety, etc, with tine limits inmtroduced.

Fig- 1 shoas the block scheme of the software packet designed for analysis of the
properties of a PN model (1a) and for the synthesis of BPN of a model or a group of

models with set properties (1b).
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Fig- 1. Blodk-scheme of analysis and syrthesis process of PN
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The bllocks are denoted as folloas:

DBg — a fille structure storing the image of graphical PN-models;

GE — a graphic editor, which enables the use of graphic synbolic for transition
(Fig- 2) (represented horizotal ly or vertically), position and arc. The last one can
be gererated as dotted line, defined by the points ai (4, 2, 3,---, n), aswell asby the
symolic of hierarchical structures.

AMF — transducer of the graphic PN model into analytical, respectively into
metrix or list type, gopropriate for next processing.-

PNa is a block for analysis of the properties of PN models entered into the
system, the results being stored in Doa.

Ul — user’s interface.
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Fig. 2. Graphic symbols

The block Amf-BVP transfers the analytically defined model into BPN [4],
which is goplied 1o the input of the blodk for tensor anallysis (TA) — Stages 1 and 1 [Z].-
The bllock for tensor amalysis (TS) realizes stages 111 and IV. The archive DBs con-
tains BPN models, and DBT — the new models synthesized in the form of incidence
matrices of PN. The incidence matrix D of the new model abtained is represented into
graphic form for convenience. The presence of mutual unambiguous correspondence
between the matrix and graphic representation of PN enables the transformation auto-
mation.

Two blocks are necessary in the general case. One of them — (T1), transforming
the matrix representation of PN into the form of data base Dbg (Ttamsfotml:
tensor — graphics) and the other one — (T2), transforming the form of Dbg into
analytical form — the form of BPN block (Ttransform 2: graphics — analytical).

The separating of the final phase of synthesis into a separate block (NewPN) In
the new PN obtained is quite appropriate, since a group of models can be obtained
from one initial model with the hellp of tensor transformations. For this reason the
formation of block T1 is an important task.

An algorithm for the transformation of PN
from a matrix Into a graphical form

The specified inFig- 3 block (T1) for transformation requires software support for its
efficient use by tre investigators. This requires the seecification of en algoritm that is
to be programed for canputer execution. It follows from the block-scheme (Fig- 3)
that we cannot talk for one (the best in gereral) algorithm because 1t cannot be gpti-
mized with respect to all the disciplines for screen design. That is why the prablem is
divided into two parts — basic algorithm (general screen parameters) and specific
modulle (for the discipline selected). In thisway the requirements (and formats) of the
oconcrete GEwill be respectively reflected.

The input data for the basic algorithm is the matrix D with dimension nxm
(n rons and m colums) of integer elements dij (positions x transitions); Al, Bl, C1,
ML, N1, O1>0, integers.

Al Input Dnew[nxm]: R=n, S=m: A(l, J) = Dnew[nxm]

A2 Input A1, :B1, :C1, M1, :N1, O1

A3 B1 = M1+C1l

A4 FOR I =1 TOR

A5 K(1) = AL +(1-1)*N1

A6 SUB{P(1) =<centerP(l)_X>,<centerP(l)_Y>}

A7 NEXT 1

A8 X1 = M1+Cl: Y1=B1+01:

A9 FOR J=1 TO S

A10 L(J) = Y1 +(J-1)*N1

All SUB{T(J) =<centerT(J)_X>, <centerT(J)_Y>}
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Al12 NEXT J

Al13 FOR J=1 TO S:

Al4 FOR 1 =1 TO R:

A15 IF A(l, J) =-1 THEN SUB{Input_arc(l, J)=

=[<frontP(1)_X>,<frontP(1)_Y>], [<endT(J)_X>,<endT(J)_Y>1}

A16 IF A(l, J) =-1 THEN SUB{Input_arc(l, J)=

=[<frontP(1)_X>,<frontP(1)_Y>], [<endT(J)_X>,<endT(J)_Y>],
[weight ABS(ACI, D1}

A1l7 NEXT 1

Al18 NEXT J

A9 FOR J =1 TO S

A20 FOR 1 =1 TO R:

A21 IF A(1, J) =1 THEN SUB{Output_arc(l, J)=

=[<endP(1)_X>,<endP(1)_Y>], [<frontT(J)_X>,<frontT(J)_Y>]}

A22 IF A(l, J) >1 THEN SUB{Output _arc(l, J)=

=[<endP(1)_X>,<endP(1)_Y>], [<frontT(J)_X>,<frontT(J)_Y>),

[weight ABS(ACI, D)1}

A23 NEXT 1

A24 NEXT J

A25 END

Here Al is the radius of the circle of a primitive position; Bl is the width, and

Cl- the length of the primitive transition. ML is the length of one cell (alog X-axis),
an_d N1 — the width (along Y-axis)- Ol is the shift of the primitive transition along Y-
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Fig- 3. Incidence matrix



The arrays K(1), L(J) contain the screen coordinates along the Y-axis of the
centers of cells on the screen network (for positions, transitions). The discipline do-
sen for filling tre screen cells is o vertical colums — the positias are o tre left, the
transitions — 1o the right. This sinplest disciplire is possible due to the presence of
PN — 1ts graphic representation in the type of bichromatic oriented multigraph.

The subroutines SUBQ) Till the lists with screen coordinates: of the positions
P(I), the transitions T(J), the input for the transition arcs Input arc(l, J), and the
output ones — Qutput_arc(l, J). They are parts of the specific module. The lists thus
pointed out contain sufficient information for graphic construction of PN-model,
which is the task of CE.

As illustration Fig- 3 shows the incidence matrix for synthesized PN-model of a
timer mechanism, and Fig. 4 — the graphic form, constructed according to the algo-
rithm described.

Conclusion

The paper discusses the main problems that have to be solved in the design of a
graphic system aiding PN tensor transformations.

A model of the system interactions is suggested and its structure is discussed.
The connectiions between the functional blocks are defined. An algorithm transform-
ing PN from a matrix tonards a graphic form is specified.

The present research continues some earlier problems studied by the authors”
team. The structural schemes and algoritihmic procedures obtained are a basis for
the software realization of the system
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MomenupoBaHMeE M CHUHTE3 MHOOPMALMOHHEIX B3aMMOINENCTBUM

Tamo TameB, XpucToO XpPHUCTOB

WHCTHUTYT MHYOPMAIIMOHHEIX rexHogiormit, 1113 Copwus

(P e 310 ME)

PaccMmaTpuBanTCcsa NpobJjieMbl, CBA3SHHEE C QYyHKLMOHAJIbHOM CTPYKTYpPOM
IPOTPaMMHOTO MaKeTa, OCYWEeCTBJIAIMM aHallM3 OCHOBHEIX TapaMeTpoB PN-
MoZeJiell U ONpeleJIeHHBl TUIl CHMHTe3a PN-Momesey pM COXpaHeHMM NapaMeTpoB
HadasbHOM MoZem. OCHOBHOE BHMMaHME HalpaBJIEHO K IBYM U3 QYHKLIMOHAJIBHEIX
OJIOKOB INakeTa: I'pabdrueckuy pemakTop M NpeobpaszoBaTenu PN-monesel,
3anamuye GopMy ONMUCaAHMSA MOOesM (aHaluTuuecKyi uin rpabdrueckyno) .
[IpenrnoxeHa MOOENb B3aMMOLENMCTBIMM B CUCTEME U IeQUHUPYITCS CBA3B MEXITY
GyHKUMOHAIBEHEMY OJIOKaMM .
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