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1. Introduction

In tre Intermet and Intranet there is a lot of valuable resources for scientific research
— digital libraries, aoference materials, jourmal papers, software collections, mails in
newsgroups, images, demos, data files, etc [1]. The question is how to use them for
building research models on the base of distributed and heterogeneous knowledge.
The solution may be a management information system, which visual ly presents the
informattion in the research knowledge base, and provide decision support to opti-
mize the results of searching.

The decision support systens are characterized with the huran-centered prin-
ciples of designing for environment of decision support—the principle of user as
designer, the integration of subjective opinion with objective knowledge and putting
the decision-maker in the center of the process. This is opposite to techno centric
vision of expert systems. Traditional, model based, decision support systems provide
calculations based on assunptions and formulae. The result often is adjusted then by
an expert. Other forms of decision support systems include multicriteriamodels that
allov more suitable adjustments.

In this paper the research process is considered. The aim for the investigation
is fomulated as follons:

For the given research task it is need to recommend a list of approaches,
methods, documents, software libraries and other relevant knowledge objects that
satisfy sare criteria for fitness. The task may be defined in different mamer ranging
fran sinple set of keywords to structured task description.

The rest of the paper is organized as folloving. First we consider the research
process phases and knowledge structuring for them. Then approach for intelligent
decision meking is discussed. An algoritim for decision support in research network
is proposed. Inplementation tools are mentioned.
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2. Knowledge structuring for research process

The research process involves several phases. The first phase is concermed with sig-
nificant literature studies, lag negotiations and first experinents.

The second phase is concermed with developing of structured task knowledge
base and client-server architecture for comunications in the network. The knowl-
edge base consists of models for different solving methods. All concepts have to be
instances of the defined metamodel .

Third phase: 1t iIs necessary to ensure the coherence between tasks. Amalysis of
formal corflicts (inconsistency) is performed via queries.

To assist researchers in their research problems an intel ligent system can be
built on a base of comon approach in representing and processing knowledge.

Knowledge representation and processing for decision support

We consider the research process as one that consists of TASKS and OBJECTS
consumed and produced by those TASKS.

METHOD is used because there may be different ways for resolving of a
goecific task.

METHODS and TASKS form an AND/OR decomposition structure. In this
structure a task can be supported by one or several methods and a method consists
of sare sub-tasks.

The following scheme TASK —METHOD — OBJECT represents a metamodel
for decision making-

Let T be a set of tasks, D={d,, d,,...,d }isaset of possible solutions,
M={m, m,..., m}is aset of possible methods.

The task may be represent in a notation of constraint net:

Ti: (Vi’ Di’ Ci)’

VaV,, Vs ---» V) — dojectvarieble set,

DD, XD, x- - .Dyx. . .x D = xD,; —set of dbject variable values,

CHCy» Gor---» GuJ—Constraints e,

C, 1s a KDB of correct states of DB.

This is a static model [Z]. Dynamic model is a sequence of static models inwhich
changes of V, reflect on including or excluding of elements fram C,.

Knowledge and databases (KDB) consist of theoretical and empirical knowl-
edge. Current and previous problems are described in the KDB using a vocabulary
of terms from the domain ontology -

The information in the KDB is accessed through:

o formulation questions based on information needs,
o identification of potartial sources of irformation,
o develgping of successful search strategies.

3. Decision scenarics

Decision about retrieving suitable knovledge objects is made according 3 possible
soerarios (Fig- D:

1) search by keywords,

2) tasks canparing — on the base of task description,

3) comparing of structured task — on the base of structured task descriptor.
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Fig- 1. Decision soenarios
3.1. Description by keywords

The search by keywords is the most familiar case. The metadata representation is
used for describing knovledge objects. This is extensible, scalable, and supports the
requirements for decision making. For the hypertext documents the Dublin Core
standard is developed. The Dublin Core (DC) [3] is a 15-element metadata element
set intended to facilitate discovery of electronic resources. DC serves as a core
element set for resource discovery. The same elements are used to describe text ad
imeges, for example.

This represerntation provides a tenplate for sets of dojects. It also serves a very
important role for supporting distributed queries based on knovledge dbject type as
a content-based document catalog and search tool .

The document may be found by identifying one or more fields from the given
template (OC):

1. Tide;

- Author;

- Description;

- Given keywords;
Input date;

- Rbligher;

- Type;

- Source;

. Contributor;

10. Format;

11. Language;

12_ Rights;

13. Idetafication;

14. Coverage;

15. Relation.

To make the results more useful for the user it is need to optimise them. The
optimisation is proceeding on the base of clustering ‘“Keyword/Value Notation™
wirthin the given ontology - Different clustering tednigues in the feature space can be
usd.

OCONOT_WN
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3.2. Task Description

Searching by gereral text description is another possibility. The user may describe his
research task in free text, for example: “How and by which tools to make dynamic
simulation of turbo-generator group in presence of disturbances?”’ In this case 1t is
necessary First to provide pre-processing of this text in order to extract description by
keywords and after that to conpare it with existing clusters. The pi ing may
be done by neural networks with Kohonen rule: i=find (A(i)=1),

WG, ) = k@G - WG, D) V i, A =1,

WQ, 3) =W(, §) + AW, §),

where i is aravvector, W(i, J) is aweidit matrix, P(j) — input vector, Ir— leaming
rate.

3.3. Structured task description

The space of structured task is shomn in Fig. 2. The metadata representation is used
for describing the structured task. Some modifications need to be made to make the
set more suitable for our purposes. In this work an extension of Dublin Core is
propased for metadata description of structured task (Fig- 2%). Insuch away it is
alloned to embed structured content representation in KDB.

1. Task_ID
2. Name
3. Subject
o Keywords SOLUTION
. Description
o anipro METHODS OBJECTS
7. Author
8. Constraints Solving sub- o Model
9. Methods for 1y task o Heuristics
solving - Notation
10. Realization <
(History)
11. Status Lyl - Under development =0
12. Data Waiting for reply  =0.5
Completed =1
TASKS

Fig. 2. Space of structured task

Thus the structured task descriptor can be described by Dublin Core metadata
st plus the task extension, given iInFig. 2°.

Dublin Core DC extension
1 Trde 12. Language
2. Oreator 13. Relation
3. Sbject 14. Coverage
4. Description 15. Rights
5. Rblisher 16. Aim
6. Contributor 17. Corstraints
7. Date 18. Methods (models) for solving
8. Type 19. Realization (history)
9. Format 2. Statis
0. lentafier 21. Domain
. Source

Fig. 2°. Metadata for description of structured task
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In information management system it Is necessary to have a task editor and a
‘task manager -

The structured task editor hes the fol loving functions: Input, edit (correct record),
delete record, view (display), print.

The task manager performs:

o Defire task;

o Slect task;

o Delete task;

e Load task;

o Quit.

4_ Algoritim for the decision support

Searching of a solution for such defined tasks is provided by databese search utilities
for the local knowledge base. IT the local search gives no result then the search in the
web can be proceeded. The system collects the knowledge objects using several au-
‘tonomous web agents, which automatically analyse, index, and assign the knowledge
dojects to subject classes. Ontolagical i ltering engine besed on clustering algoritins
is proposed (Fig.- 3). The result of clustering is organising of the information in the
knovledge base into clusters. Bvery cluster consists of the detailed information:

'

Drefire shuchived
taslk
Ho Tes
— Task exists?
¥ Vs Ha
Fulfill task |
descriphon
| Filteting, evahy sting | 1
|
_ | Com )
Search, matching, I
fitness finctom
J' I
Votng, I
Raring: Clustarig |
|
|

Storing in EDE
s date [ Eeconfizure the
chister task

Fig. 3. An algoritim for decision support
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o the list of menbers;

e sumary description (set of keywords);

o related clusters.

This allons:

o Efficient indexing data structure for high-dimensional feature space.

o Efficiatt user interface for query specification and visual broasing.

¢ Association with domain knowledge and other datatypes.

o Bualuation criterion and methodologies.

The allgorithm for the decision support can be sumarised as follons:

D defire the task;

2) define the fitness fuction - (set of keywords, or: metching parts of Structured
Task Description Vector with metadata tags in DB);

3 search in DB (and web);

4 criteria for stopgping (in intemet-basad searching);

5 showthe results.

Seatching result evaluation

Mormalize W oting,
% _[0.1] individual
estimation

xj_>|]:|,1]

Crroap opjdrd oty
function
2ggregative walue

Matrix of solution estim ation
Rating of ;
solutinns

Fig- 4. Result evaluation

The decision results received on the basis of this approach can be tested and
evaluated (Fig. 4). IT their quality is goad then the results are saved into knowlledge
base. The history of best results can be made visible and the contest-based informa—
tion can be desigred locally into the task. Voting and feedback systems allow estimat-
ing the quality of the solving task. These systens are parts of learming module of DSS.
Statistical factors are included in the results. There is a matrix calculated from the
data of the database that is associated with each link of the matrix. Knowledge
object taxonony is constructed in a semi-autanatic vway -
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5. Inplementation issues

It is proposed o use 3-tier architecture for realization of the develgoed algoritim. It
asistsof:

—Database;

—Java servilets (on aweb sener);

—Scripts (in aweb broaser).

For represertation of the cortent of knovledge objects (documents, graphics,
program codes) an XML [4] may be used [5, 6]- Content representation allows
manipulating content, to make search by analogy, specialisation, similarity, etc.
XML enables to insert content representation within the knowledge documents.

The camplete system would possess several ponerful functionalities: searching
using cortent-based techniques, query modification using content-based relevance
Teedback and text-based searching.

6. Conclusion

In the paper an approach for searching and retrieval of relevant knowvledge dbjects
in distributed heterogeneous network enviromment is proposed. The search is intelli-
gently guided by amtologies and metadata for amtologies. Omtological filtering engine
is used to answer sinple request of the user in the form of keywords. If the request
is made in form of free text then the intel ligent processing IS necessary 1o aotain the
weighted keywords that alloas using the ontological filtering engine. Searching and
browsing activities range fron a well-defined search for a specific docurent to a
non-specific task to see which imformation is avai lable. To syyport these activities, it
is proposed that the system uses metadata information to provide services that help
refine user queries to focus a search, autonatically route queries to relevant seners,
ad cluster related 1tars.

The structure of research task according to the metadata standard for hypertext
documents is derived. The structured task description vector is used for searching in
the local KDBs and distributed information sources.

A guery refinament is needed to overcome the problem of large result sets that
often are returmed by search engines. This is provided by suggesting modifications to
foaus user queries.

Query refinement is based on clustering algorithms. The organization of irnfor-
mation into clusters of related items assists both the users and the system when
dealing with large informattion spaces. The cluster abstraction alloas a large informa-
tion space to be treated as a unit, without regard for the details of its contents.
Clusters also provide convenient units for the partitioning of work and resource
allocation among the distributed components of the system.
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I[Iogxon mjid MHTEJIJIMI'€HTHOIT'O IIPMHATUA peLL[eHI/H\/JI
[IPU UCCJIEIOBaHMM CETEM 3HaHVIA

TaTssHa ATaHacoBa

UHCTUTY'T MHOOPMALIMOHHEIX TexHojormi, 1113 Cogrsa

(PezsowmMme)

[lpemiaraeTcsa MOOXOI VIS UHTEJUIMTEHTHOT'O MPUHATUS PEeleHMA [PV UCCIIeno—
BaHMM CeTell 3Haumii. leJib UCCIIeNoBaHMSa GOPMYyIMPyeTCsa CIISIyIM O08pasoM.
719 MaHHOM MCCJIeOOBATEJIbCKOM 3alaul BEIOMPATCS HOKYMEHTH, METOJIH,
MPOTPaMMHEIE CPEICTBA U OPyTMe OOBEKTH, YIOBJIETBOPSKIME JAHHEM KPUTEPUAM
COOTBETCTBMA. 3amada MOXeT ObThb MpellCTaBJIeHa PAa3HOTUIIHO — OT CIMCKA
KJTIIOUEBLIX CJIOB IO CTPYKTYPMUPOBAHHOT'O OMMCAHMA .



