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1. Goal

The goal of this project is to create a frarework for natural langusge understanding
by means of a model of word associations. In order to achieve speech conprehension
in a certain context of conversation we model the Flow of verbal information and the
“stream of thoughts”. Because of the high corplexity-degree of such an endeavour an
owverall description of the relations among conceptual dbjects (concept) in a sentence
on the basis of lexical, morphological, syntactical, semantic and pragratic informa—
tion has been targeted.

It has been realised that a sole description of language or thought phenomena
can hardly give a sound basis for modelling the processes in the mind, which are
taking place in parallel and to a certain extent in corpetition for the same mental
resources. That is why we have chasen a global syncretic gpproach unifying wherever
Teasible non—-contradicting ideas that seemed to support our goal . Despite the con-
plexity of the mocel ve strove for the utmost simplicity possible.

The proposed framenork reflects the structure of two mutual ly dependent psy-
chological spaces: the space of words (word forms, lexemes) and the space of con-
cepts (ideas, conceptions). The framework models the processes taking place in each
of the spaces as well as the connection and influence exchange between them

2. Preliminaries —basic ideas and hypotheses

In developing the framework and the model we have presumed that on one hand
language and thoughtt are highly parallel in their functioning. On the other hand the
different leels viens)of structuralistic linguistics reflect real interacting prooesses in
the mind. These processes are related with one another which fact is reflected Into
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the division anong the concepts of lexis, morphology, syntax, semantics and pragnat-
ics, ad the ladk of their precise separation.

Camprehension takes place within a system of knovledge about the world and
the language, which, although intuitive by Its nature, can be described by means of
Tairly formalised rules. The comtext of a comunicative situattion as vell as te listen-
er’s persoal tendency to areate lexical associations - his “‘associalect’” - guides the set
of concepts that emerges in his mind during the conversation. This leads to a certain
stream of thoughts that reflects the context in which the listeners understands the
message. It is matural to eqpect that the associations as vel l as the stream of thoughts
change their direction in due course and concentrate around some themattic (seman-
o) faas.

3. Structure of the framenwork

The structure of the franework is presented on Fig. 1. It consists of four modules: a
graph of word forms, a serantic network, aparser and asemantic amalyser. All these
modules are connected through appropriate data structures in order to provide the
probabi listic imitation of the comprehension processes modelled by the framework.
The functioning of the framework willl be elaborated on in the next section. Now let us
offer a more detailed description of the main elements of the network.

Graph of word form. The nodes of this graph are the word forms and the edges
are the so called connection channels. Bvery word form is provided with its own
identification tag. The graph of word forms is a two way multigraph that hes besically
1o perform several tasks as to:

—aoect all the word forms participating in the language description ina struc-
tue;

— introduce the associative connections between the segrents of the message
and same of the other word forms;

— establish the associative expectations of the different word forms in the asso-
ciation cups during the process of comprehension;

— create the stream of thoughts through the association cups;

— activate the semantic network;

— provide the actual message to the syrtactic parser.

Semantic network. The (augmented) semantic network (Fig. 2) is in principle aslightly
modified model of Rummelhard. The nodes are concepts accompanied by their attributes

(features). The connections between the concepts reflects partly the description of the world.
The main tasks of the semantic network are to:

— establish a hierarchy among the different concepts and their features;
— establish a relation between actions and concepts;

— create a feed-back connection between a concept and the corresponding word forms
(the lexeme);

— create secondary associations in the graph of word forms;
— serve as a basis for identification of the thematic (semantic) focus;
— decide upon the semantic roles of the sentence’s constituents.
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Fig. 2
Parser. The parser senes as a syntactic analyser for the actually received mes-
sage by the listener. After the parsing process several syntactic trees are created,
which are to be used in the consecutive steps by the semantic analyser in order to
determine the samantic roles of the constituents.

Semantic analyser. The samantic analyser has to reveal the semantic structure
of the sentence (message) - By using the information provided by the semantic net-
work - the thematic foci and the different syntactic trees it has 1o decide about the
proper semantic interpretation of the sertence in the particular cortext.

General ly speaking this framework is a hybrid model unifying the symbolic and
the comectionist approach.

4_ Main processes and functions

4.1. Glabal suney of the model”s processes and functions

There are several processes that take place in thismodel. In order to elucidate its
functioning we willl trace the processing of a message within the framework.
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First. After a sentence element from the input (a word form) has reached the
Graph of word forms it activates several different word forms via association links
between them. For instance aword form like girl will increase the expectation of such
word foms as beautiful, srart, nice, sings, rides, ad soon. The eqpectation of the next
word form to arrive at the input raises. A certain level of expectation has been achieved
in the association ayos (Fig- 3).

Second. The word forms of the message activate the corresponding node in the
samantic network wirth 1ts attributes.  For our exarple girl the activated nodes will be
Tamale, human being and possible attributes would be soft woiced, sensitive, and so on.
This is the so called functiion of conoept (conoeption) identification.

Third. The feed-back between the semantic network and the activation cups of
‘the word-form graph activate whole lexames in the graph (in our example all the word
forms that are to be derived fran girl willl be activated: girls, girl’s ...). The feadback
function Is presented as a separate chanel pouring its content (calculated vweighted
nurbers) in the activation aup.

Fourth. There is a process of secondary association forming during the sertence
understanding. When elements with conmon feattures are freguently mentioned, e.g-
Lion, Bear, WoIf, attributes like strag, fierce etc. core to mind.  This is modelled by
the distillation process of verbal isation of features and nodes from the semantic net-
work which takes place in the association barrel presanted inFig- 1. The result of this
erbalisation (lexicalisation) function, which as all the activation corponents isalso a
nurber, is poured through the secondary activation chamel into the activation cup
¢g. 3.
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Fig. 3
Fifth. The actually received message (sentence) is being parsed by the parser.
The set of several syntactic trees is provided for further processing to the serantic
analyser. One has to take iInto acoount that the syntactic analysis of a sentence or even
aphrase is arhiguous in the gereral case (e.g- the Bglish history teacher). Inorder to
resolve the possible arbiguity and to involive the context for the purposes of the inter-
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pretation the framenwork has to perform the next processing functions.

Sixth. The semantic analyser hes to use the semantiic tree, the stream of thoughts
and the identified thematic foci in order to decide upon the semantic roles of the
oconstituents in the syntactic trees, 1o resolve angphora relations and to extract the
“sense’” of the message in a general descriptive way. This process of disanbiguation
and interpretation will everitual ly lead to a context driven carprehension.

4.2. Set-theoretic represartation of the modules, processes and functions in the model

Modulle—Word-form-graph WG. This module is represented in the form of a multigraph
(fig- 3), called the graph of word-forms relationships. This greph establishes comec-
tions (edges of the graph) in the set of all word-forms WG (Fig. 3a) between the
different word-forms W (vertices of the graph), which represent the lexic of the lan-
guage under consideration.

Lexeme L (L < WG)

A lexeme is defined as a subset L of the set WG, consisting of all word-forms W,
belonging to the lexeme from the linguistic point of view. BEvery word-form W belongs
to at least oe lexeme L.

Set LG of all lexemes

Tre set LG of all lexeres isa set of all subsets L, (Fig. 4). This set corresponds to the
set of wordforms WG without being a union of distinct subset, i.e. one and the same
element (word-form) W can be a member of different lexemes, the intersection of o
arbitrary chosen different lexemes is not necessary the empty set [O].-

Representative of a lexeme Wr

Bvery lexeme has precisely one “‘representative’” word-form Wr, the basic grammati-
cal word-form which connects the lexeme with the notion(s) corresponding to it. The
representative of the lexeme Wr has at least one corresponding element in the set of
notions NSet. Each lexeme has exactly one representative of the lexeme Wr.
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The set of all lexemes LG is fully represented by the set of all the representa-
tives of lexemes Wri.

The processes and functions of notion identification, lexicalisation of notions
and attributes through feed back and secondary association are presented schematically
inFig- 4.

5. The Association-Cup

The idea of the association ap is a crucial concept for this model . In the association
ap (Fig- 3) the processes of expectation calculation and interaction between the word
form graph, the augmented semantic network and the stream of thoughts take place.
The activation nurbers, which are calculated on the basis of weighted association
(primary and secondary) dependencies between word forms, concepts and attributes,
are processed in the activation cup in order to keep the graph of word forms in a
certain state of expectancy.-

Another main role of the activation cup is 1o create the stream of thought which
is indispensable for analysing the cortext dependencies and for deciding upon Theme
- Rheme relationships within the sentences.

The third functiion of the activation cup is 1t model the processes of oblivion by
means of slovly decreasing the activation level - ametaphor that has to give credit to
the phenamenon of forgetting and focusing the attention of the mind to different top-
=

6. BExpected results and enhancements

From the presented framework the folloving results are everitual ly to be expected:

¢ A consistent model for comprehension and context dependencies in conversa—
tions which reflects natural phenomena iIn a non-contradicting manner

¢ A syncretic description of language phenomena, that unites different major
oconcepts In describing language and thought.

o Aworking tool for imitating association mechanisms and lexical dependencies
on a suboonscious basis

¢ An instrumant for exploring the sararntic, syntactic and lexical relations within
different language descriptions. This model should offer the opportunity to explore
the adeguacy of different lexical, syntactic and semantic formalists of different natu-
ral langueges.

Possible enhancement of this model concem a context dependent adaptation of
the association description and a knowledge-based system for reasoning within the
cotext of the association as well as modelling of the influence of the suboconscious on
the comprehension.
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Momernb acccouMaTHBHOM OOKajM —o0030p

BesymHaa CrnaBoBa, Teonop KyoMIpDKeB

HoBep: Gosrapckwt yHmBepcureT, 1635 Cogrus

(PesoMe)

Bamada CcTaTbM ABILETCSA QOPMMPOBaHMEM TMOPMIOHOM CUMBOJIBHOM MOLEJMU
VIMMMTALMOHHEIX NPOLIeCCOB IpM 0BpaboTKe pedeBEX CcooBmeHMuM. Moneib
IIO3BOJIAET CO3IaHuA OOWEN CXEMBI, MNPMMEHMMOM MNPY IOCTPOEHMM KOMIIbIOTEPHBIX
nporpam IJjid NOHMMAaHMA A3EIKOBHIX TEKCTOB. CxeMa BKJIIUAET: MyJibTHUrpad
cJ1oBOQOPM, CeMMaHTMYeCKas CeThb, I'PaMMaTMUYeCKMM aHalM3aTop, MOIOYyJb
CMBICJIOBOT'O ¥ KOHTEKCTHOI'O aHaJif3a. ABTOPHl NPelylaraloT M JaJlbHellee PasBUTHE
NPEenJIOXEeHHOM MOOEeI.
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